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https://docs.google.com/file/d/1aFDBuufuJDZLhMUAz2blPHEsfm1jIUcX/preview


Vesuvius Challenge Grand Prize



https://docs.google.com/file/d/1780ECbXyZ-nvyevE72zeqnKkjrBP6IpU/preview












Rendering





Previous Tool

Volume Cartographer (VC)
● Clunky
● Slow
● Crashed often
● Extremely small segments

https://docs.google.com/file/d/1u-ist4vZ92bJd6XQakXDxsMqWRNuN3Nw/preview


Optical Flow Segmentation (OFS)

● Video = 3D Scroll Volume

● Movement of pixels = sheet

● “Magic” Sauce

● Testing, testing, testing …

https://docs.google.com/file/d/1P8FeLthYU5omyAnc8Uf4BQQSDCsrh9bw/preview


Reason for VC+OFS Success

● Interesting Problem

● VC was used before

● Developed in the open

● Feedback from users
● Fast iteration cycles

● Area Segmented = Performance

Result: 10’000x Improvement



Segmentation

● Tracing the papyrus cost ~$100/ sqcm in 2023

● $2-3M per scroll

● We have 400-800 scrolls

● Estimated cost: 3 Colosseums



ThaumatoAnakalyptor

● Goal: Segmentation at scale

● Define smaller subproblems

● Focus on
● Generalization
● Abstraction
● Automation



Pipeline Steps

● Extract 3D Surface Points

● Point Connectivity

● Meshing + Flattening





Extract Surface Points - PointCloud



Extract Surface Points - Sheets



Extract Surface Points - Blocks



PointCloud Connectivity

● First: PointCloud Instance Segmentation

● Second: Stitch Instances to Sheet

● Minimum Feedback Arc Set Problem

● General NP hard

● Our case???

● Randomized Algorithms





Introduction
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How I got involved?



Ink Detection in 3d Images

The flattened and 
unwrapped segment is 
turned into a stack of 2D 
images where ink detection 
is possible

S
ource: https://scrollprize.org/tutorial4 ©

 Vesuvius C
hallenge

https://scrollprize.org/tutorial3
https://docs.google.com/file/d/12EpLTJA0Fp5a2kAZPoZ7J7ltre-E9wZU/preview


Kaggle ink detection Progress

Hard-Hearted Scrolls: A Noninvasive Method for Reading the Herculaneum Papyri 
https://uknowledge.uky.edu/cs_etds/138/

https://uknowledge.uky.edu/cgi/viewcontent.cgi?article=1147&context=cs_etds


Ink Detection Follow Up Solution



Self-Supervised Learning on Scrolls
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Pseudo-labeling Process

Model 1
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Model 3

infer label
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infer label



How to prevent overfitting?

1- Smaller models

2- High Label Smoothing

3- Balancing the dataset

4- heavy augmentations

Give the model some wiggle room to make mistakes



High Label Smoothing

Mistakes can happen during labeling (false 
positives/negatives)

Models should not be heavily penalized when 
they make a mistake

Label smoothing: turn 1-0 probabilities into 
softer probabilities eg. 0.875-0.125



Balancing the dataset

Sample windows around the letter

Balance the dataset with negative samples



Choosing The Window Size

Larger window sizes have the full context 
of the letter

The model learns and is able to match 
the label stroke 

Smaller windows mitigate hallucination 
and preserve stroke shape



First Letters Prize



Scaling up to the Grand Prize

● The Grand Prize solution was about perfecting the First Letters approach

● Explores two main fronts:

1- How to get as much quality data as possible?

2- How to train models to make the most out of the available data?



Scaling up the Data

● More than 15 pseudo-labeling rounds between first letters and Grand Prize

● Exploring labeling techniques, data quality effects 

● Conclusion: Quality and Diversity >>> Quantity



Scaling the models, Why timesformer?

Source: Is Space-Time Attention All You Need For Video Understanding? 
https://arxiv.org/pdf/2102.05095.pdf

https://lmb.informatik.uni-freiburg.de/people/ronneber/u-net/
https://lmb.informatik.uni-freiburg.de/people/ronneber/u-net/


“…have nothing to 
say about 
pleasure, either in 
general or in 
particular, when it 
is a question of 
definition.”
-Philodemus



Thank You!


