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The last ~year in AI



March 2023



March 2023

https://petapixel.com/2023/03/17/midjourney-v5-creates-photorealistic-images-and-even-does-hands-correctly/



November 2023



March 2024



March 2024



Zooming in on the abilities



Emergent abilities

https://arxiv.org/pdf/2206.07682



In-context learning

• Simply by adjusting the prompt, the model can be adapted to many useful things 
without retraining, such as translation, instruction-following, reasoning, maths.  

• As the model gets more context (=sees more examples of the task), it gets better at 
performing the task. 

https://proceedings.neurips.cc/paper_files/paper/2020/file/1457c0d6bfcb4967418b!8ac142f64a-Paper.pdf



Chain-of-thought

https://proceedings.neurips.cc/paper_files/paper/2022/file/9d5609613524ecf4f15af0f7b31abca4-Paper-Conference.pdf



Zero-shot reasoning



Coding



Robotics

https://arxiv.org/html/2306.11706v2



Multimodality



Proteins



https://www.bloomberg.com/news/articles/2023-04-18/ai-therapy-becomes-new-use-case-for-chatgpt

Therapy



The tech that made it happen





The classic



Let’s zoom in on attention

https://huggingface.co/blog/encoder-decoder



& the loss that we use: next-token prediction

https://huggingface.co/blog/alonsosilva/nexttokenprediction#next-token-prediction-with-gpt

& consequently we sample based on the 
obtained probabilities over the possible tokens



Many iterations came on the classics



Many iterations came on the classics



Many iterations came on the classics

Gemini 1.0 Pro

GPT4 Turbo

Claude 2.1

Gemini 1.5 Pro

32K 

128K

200K

1M

Model Context window



Many iterations came on the classics

Optimise only a subset of billion-
parameter models



New architectures



New architectures



New architectures



New architectures



Multimodal capabilities

https://arxiv.org/pdf/2405.09818



Multimodal capabilities

https://arxiv.org/pdf/2405.09818



A less rosey view on the future



The AGI camp

https://www.nytimes.com/2023/05/01/technology/ai-google-chatbot-engineer-quits-hinton.html



The AGI camp



The ‘is-this-it’ camp



Generative AI

The ‘is-this-it’ camp



The ‘is-this-it’ camp

https://hbr.org/2024/03/why-adopting-genai-is-so-di"cult



Converging benchmarks



LLMs can’t reason and plan



LLMs can’t reason and plan



LLMs can’t reason and plan

https://arxiv.org/pdf/2206.10498



LLMs can’t reason and plan

https://arxiv.org/pdf/2206.10498



LLMs are fragile

Palindrome: a word, phrase, or 
sequence that reads the same 

backwards as forwards, e.g. 
madam or nurses run.



LLMs are fragile

But with a simple linear algebra trick we can ‘remove’ this refusal: 

https://www.lesswrong.com/posts/jGuXSZgv6qfdhMCuJ/refusal-in-llms-is-mediated-by-a-single-direction



Simple fails

https://arxiv.org/pdf/2309.13638



Simple fails

https://arxiv.org/pdf/2309.13638



Models don’t generalise

Even after seeing 1000s of images of cows, it fails to recognise it in a new environment

https://ai.meta.com/blog/self-supervised-learning-the-dark-matter-of-intelligence/



Running out of data

We will have exhausted the stock of low-quality language data by 2030 
to 2050, high-quality language data before 2026, and vision data by 

2030 to 2060. This might slow down ML progress.



So what is next?



Making sense of the AGI argument





‘an autonomous system to self-improve towards 
increasingly creative and diverse discoveries 

without end’

‘From the perspective of an observer, a system 
is open-ended if and only if the sequence of 

artifacts it produces is both novel and learnable’



‘an autonomous system to self-improve towards 
increasingly creative and diverse discoveries 

without end’

‘From the perspective of an observer, a system 
is open-ended if and only if the sequence of 

artifacts it produces is both novel and learnable’



Reinforcement learning with self-play 
• AlphaGO: keeps discovering new policies that can beat humans 

Unsupervised environment design: generate both problems and solutions 
• AdA: solves tasks in 3D-environment 
• POET: trains a population of agents, each paired with an evolving environment 

“at its best it can continue to generate new tasks in a radiating tree of challenges inde!nitely, along with 
agents that can solve this expanding set of increasingly diverse and complex challenge” 

https://www.uber.com/en-GB/blog/poet-open-ended-deep-learning/



Generate new tasks & learn the ability to solve it
A self-improving system

• A key problem in RL is how to guide exploration towards novel behaviors and 
observations in high-dimensional domain e!ciently 

• We can leverage foundation models to guide exploration

https://medium.com/analytics-vidhya/basic-terminology-reinforcement-learning-2357fd5f0e51
https://arxiv.org/pdf/2406.04268



Generate new tasks & learn the ability to solve it
A self-improving system

• Generalising single-agent RL, would be to include multi-agent dynamics 

• Interaction between the agents would lead to a new level of richness.  

•

https://towardsdatascience.com/multi-agent-deep-reinforcement-learning-in-15-lines-of-code-using-pettingzoo-e0b963c0820b
https://arxiv.org/pdf/2406.04268



Generate new tasks & learn the ability to solve it
A self-improving system

• Model must evaluate its own performance and improve from this evaluation. 

• Foundation models can be leveraged for feedback in place of humans.  

•

https://arxiv.org/pdf/2406.04268



Generate new tasks & learn the ability to solve it
A self-improving system

• Keep adapting the di"culty of tasks to an agent’s capability to keep increasing abilities.  

• Learn world models that can generate environments conditioned on current action 

•

https://arxiv.org/pdf/2406.04268



A very unscientific slide
If I think about how I think…

• I interact with an environment, and I learn (somehow) mappings between my 
interactions, the changes in the environment, and rewards (emotions, feelings, pain, 
food,…)  

• I learn something about how this environment works, and at times I replay in my mind 
certain simulations and learn from this.  

• I do a kind of meta-analysis of how I learn, and meta-optimise whether the way I 
learned was e#ective or could have been better.  

• I place myself in new environments (in my mind or in real life), to get new inputs.  



Making this even more concrete



More capable architecture designs

https://arxiv.org/pdf/2404.08819



Ways of evolving new architectures



Ways of evolving new architectures



Self-supervised learning (SSL)
Better representations

https://ai.meta.com/blog/self-supervised-learning-the-dark-matter-of-intelligence/

“Common sense helps people learn new skills without requiring massive 
amounts of teaching for every single task.  

If we show just a few drawings of cows to small children, they’ll eventually be 
able to recognize any cow they see. AI systems trained with supervised learning 
require many examples of cow images and might still fail to classify cows in 
unusual situations, such as lying on a beach.  

How is it that humans can learn to drive a car in about 20 hours of practice with 
very little supervision, while fully autonomous driving still eludes our best AI 
systems trained with thousands of hours of data from human drivers?”



Self-supervised learning (SSL)
Better representations

https://ai.meta.com/blog/self-supervised-learning-the-dark-matter-of-intelligence/

“The short answer is that humans rely on their previously acquired background 
knowledge of how the world works.  

We believe that self-supervised learning is one of the most promising ways to 
build such background knowledge and approximate a form of common sense in 
Al systems.”



Self-supervised learning (SSL)
Better representations

Multimodal data

https://ai.meta.com/blog/self-supervised-learning-the-dark-matter-of-intelligence/

SSL
Representations 

that give machines 
background 
knowledge



Self-supervised learning (SSL)
Better representations



& combining these into world models

https://arxiv.org/pdf/1803.10122



Will this be enough?



https://idlewords.com/talks/superintelligence.htm

“So if we just build an AI without tuning its values, the argument 
goes, one of the !rst things it will do is destroy humanity.”



https://idlewords.com/talks/superintelligence.htm

“With a big enough gap in intelligence, there's no guarantee that an entity would be able to 
"think like a human" any more than we can "think like a cat”.” 
“Even groups of humans using all their wiles and technology can !nd themselves stymied by 
less intelligent creatures.” 
“Time has shown that even code that has been heavily audited and used for years can 
harbor crippling errors” 
“It's perfectly possible an AI won't do much of anything, except use its powers of 
hyperpersuasion to get us to bring it brownies”



The loooong tail of existing tech



We have yet to enter the stable adoption phase



There’s a lot of processes current AI capabilities could 
optimise

https://hazyresearch.stanford.edu/blog/2024-05-18-eclair



There’s a lot of processes current AI capabilities could 
optimise

https://hazyresearch.stanford.edu/blog/2024-05-18-eclair



In environments where the user still has !nal decision-
making, copilots will thrive

A much mroe powerful auto-complete



Untapped potential in AI for Science
Weather and 
atmosphere

Biology

The brain



https://www.reddit.com/r/midjourney/comments/18pqd58/a_look_at_midjourneys_journey/#lightbox https://www.reddit.com/r/midjourney/comments/12zi8eu/the_same_prompts_one_year_apart/

And once again, the progress already made







The end


