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GPT-4is OpenAl's most advanced system,
producing safer and more useful responses

Try on ChatGPT Plus 7 View GPT-4 research >

GPT-4 outperforms GPT-3.5 by scoring in higher approximate percentiles among test-
takers.

Uniform Bar Exam Biology Olympiad

10th 31st

GPT-3.5 GPT-3.5



March 2023 Midjourney v5 Creates Photorealistic
Images and Even Does Hands Correctly

(O MAR 17, 2023 SO MATT GROWCOOT

/ :

Portait of an older man sat in a coffee shop, shot through a window. This image is straight out of Midjourney v5 |
Julie Wieland

https://petapixel.com/2023/03/17/midjourney-v5-creates-photorealistic-images-and-even-does-hands-correctly/



November 2023

Introducing Whisper

We've trained and are open-sourcing a neural net called Whisper that
approaches human level robustness and accuracy on English
speech recognition.

Read paper 7 Viewcode 2 View model card 7

Model Details

The Whisper models are trained for speech recognition and translation tasks, capable of transcribing speech audio
into the text in the language it is spoken (ASR) as well as translated into English (speech translation). Researchers at
OpenAl developed the models to study the robustness of speech processing systems trained under large-scale weak
supervision. There are 9 models of different sizes and capabilities, summarized in the following table.

Size Parameters English-only model  Multilingual model

tiny 39 M v v

base 74 M v v

small 244 M v v
medium 769 M v v

large 1550 M 4

In December 2022, we released an improved large model named large-v2 , and large-v3 in November 2023.




March 2024

home « blog

/blog

Introducing Devin,
the first Al software
engineer

WEE 3y AP2o (ot SEeis L Scott Wu, CEO / Cognition Al

Human Software Engineer
Setting a new state of the art on the

SWE-bench coding benchmark. Meet Devin,
the world’'s first fully autonomous AI

software engineer.

announcements « devin
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Claude 3 benchmarks

Undergraduate
level knowledge
MMLU

Graduate level
reasoning
GPQA, Diamond

Grade school math
GSMS8K

Math
problem-solving
MATH

Multilingual math
MGSM

Code
HumanEval

Reasoning over text
DROP, F1score

Mixed evaluations
BIG-Bench-Hard

~\
Claude 3 Claude 3 Claude 3
Opus Sonnet Haiku
86.8% 79.0% 75.2%

5 shot 5-shot 5-shot
50.4% 40.4% 33.3%
0-shot CoT 0-shot CoT 0-shot CoT
95.0% 92.3% 88.9%
0-shot CoT 0-shot CoT 0-shot CoT
60.1% 431% 38.9%
0-shot CoT 0-shot CoT 0-shot CoT
90.7% 83.5% 751%
0-shot 0-shot 0-shot
84.9% 73.0% 75.9%
0-shot 0-shot 0-shot
83.1 78.9 78.4
3-shot 3-shot 3-shot
86.8% 82.9% 73.7%
3-shot CoT 3-shot CoT 3-shot CoT

GPT-4

86.4%

5-shot

35.7%
0-shot CoT

92.0%
5-shot CoT

52.9%
4-shot

74.5%
8-shot

67.0%
0-shot

80.9
3-shot

83.1%
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GPT-35

70.0%
5-shot

28.1%
0-shot CoT

571%
5-shot

34.1%
4-shot

48.1%
0-shot

64.1
3-shot
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Gemini1.0 Gemini 1.0

Ultra

83.7%

5-shot

94.4%
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53.2%
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74.4%
0-shot
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Pro
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741

Variable shots Variable shots
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75.0%

3-shot CoT



Zooming in on the abilities



Emergent abilities

Emergent Abilities of Large Language Models
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https://arxiv.org/pdf/2206.07682

Model scale (training FLOPs)



In-context learning

« Simply by adjusting the prompt, the model can be adapted to many useful things
without retraining, such as translation, instruction-following, reasoning, maths.

« As the model gets more context (=sees more examples of the task), it gets better at
performing the task.

LAMBADA LAMBADA StoryCloze HellaSwag

Setting (acc) (ppl) (acc) (acc)
SOTA 68.0° 8.63 91.8¢ 85.67
GPT-3 Zero-Shot 76.2 3.00 83.2 78.9
GPT-3 One-Shot 125 3.35 84.7 78.1
GPT-3 Few-Shot 86.4 1.92 87.7 79.3

Table 3.1: Performance on cloze and completion tasks. GPT-3 significantly improves SOTA on
LAMBADA while achieving respectable performance on two difficult completion prediction datasets.
“[Tur20] °[RWC*19] ¢[LDL19] 4[LCH*+20]

https://proceedings.neurips.cc/paper_files/paper/2020/file/1457c0d6bfcb4967418bfb8ac142f64a-Paper.pdf



Chain-of-thought

Standard Prompting Chain-of-Thought Prompting

\ Model Input

Q: Roger has 5 tennis balls. He buys 2 more cans of Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now? tennis balls does he have now?

cans of 3 tennis balls

A: The answer is 11. A: Roger started with 5 balls. 2 cans ¢
'+ 6 = 11. The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to

make lunch and bought 6 more, how many apples Q: The cafeteria had 23 apples. If they used 20 to
do they have? make lunch and bought 6 more, how many apples

\ J Co they have? j

A: The answer is 27. x

https://proceedings.neurips.cc/paper_files/paper/2022/file/9d5609613524ecf4f15afOf7b31abcad-Paper-Conference.pdf



Zero-shot reasoning

Large Language Models are Zero-Shot Reasoners

Takeshi Kojima
The University of Tokyo
t.kojima@weblab.t.u-tokyo.ac. jp

Machel Reid
Google Research™

Yutaka Matsuo
The University of Tokyo

Shixiang Shane Gu
Google Research, Brain Team

Yusuke Iwasawa
The University of Tokyo

Abstract

Pretrained large language models (LLMs) are widely used in many sub-fields of
natural language processing (NLP) and generally known as excellent few-shot
learners with task-specific exemplars. Notably, chain of thought (CoT) prompting,
a recent technique for eliciting complex multi-step reasoning through step-by-
step answer examples, achieved the state-of-the-art performances in arithmetics
and symbolic reasoning, difficult system-2 tasks that do not follow the standard
scaling laws for LLMs. While these successes are often attributed to LLMSs’
ability for few-shot learning, we show that LL.Ms are decent zero-shot reasoners
by simply adding “Let’s think step by step” before each answer. Experimental
results demonstrate that our Zero-shot-CoT, using the same single prompt template,
significantly outperforms zero-shot LLM performances on diverse benchmark
reasoning tasks including arithmetics (MultiArith, GSM8K, AQUA-RAT, SVAMP),
symbolic reasoning (Last Letter, Coin Flip), and other logical reasoning tasks (Date
Understanding, Tracking Shuffled Objects), without any hand-crafted few-shot
examples, e.g. increasing the accuracy on MultiArith from 17.7% to 78.7% and
GSMB8K from 10.4% to 40.7% with large-scale InstructGPT model (text-davinci-
002), as well as similar magnitudes of improvements with another off-the-shelf
large model, 540B parameter PalLM. The versatility of this single prompt across
very diverse reasoning tasks hints at untapped and understudied fundamental
zero-shot capabilities of LLMs, suggesting high-level, multi-task broad cognitive
capabilities may be extracted by simple prompting. We hope our work not only
serves as the minimal strongest zero-shot baseline for the challenging reasoning
benchmarks, but also highlights the importance of carefully exploring and analyzing
the enormous zero-shot knowledge hidden inside LLLMs before crafting finetuning
datasets or few-shot exemplars.



Coding

could you write me a python script that implements a
transformer

& Certainly! Here's a Python script that implements a basic Transformer model
using PyTorch. This example focuses on a simple sequence-to-sequence
(seq2seq) task, where the Transformer model is used to translate sequences

from one domain to another, such as translating sentences from one language to

another.

Here's the Python script:

(9 Copy code

FERTEOrECH
rt torch.nn as nn
rt torch.nn.functional as
ort torch.optim as optim
om torchtext.data import Field, BucketIterator, TabularDataset

m torchtext.data.metrics import bleu_score

# Define the model
(nn.Module):
(self, src_vocab_size, trg_vocab_size, d_model, nt

super(TransformerModel, self). _init__ ()



Robotics

Train RoboCat: a multi-task, multi-embodiment,
% visual goal-conditioned agent
I — S - >7) iy
o) /) ‘ & l !

Start with a large Collect demonstrations
training dataset with @ for a new task/robot

a diverse set of tasks 1 O—0-¢ :
et o)) RoboCat o
Expand this dataset with - F ine-tu.ne. RoboCat
newly-generated data % to specialise to the
.‘: i 0—0— new task/robot
L D
Fine-tuned agent self-generates ¢

much more training data

https://arxiv.org/html/2306.11706v2



Multimodality

P Pl ) o040/224

Live demo of GPT-40 realtime conversational speech



FORBES > INNOVATION > Al

The Next Frontier For Large
Language Models Is Biology

: o w3 o Follow
[ write about the big picture of artificial intelligence.

Jul 16, 2023, 06:00pm EDT

Proteins




Therapy

Businessweek | Technology

People Are Using Al for Therapy, Even
Though ChatGPT Wasn’t Built for It

Some users see it as a way to supplement traditional mental health services,
despite troubling privacy implications.

https:.//www.bloomberg.com/news/articles/2023-04-18/ai-therapy-becomes-new-use-case-for-chatgpt



The that made it happen



Financials

ETRA NVIDIA Corp (Overview> Compare

NASDAQ: NVDA

Market Summary > NVIDIA Corp

126,57 uso

+122.46 (2,979.56%) 4 past 5 years

Closed: 24 Jun, 07:58 GMT-4 « Disclaimer
Pre-market 123,96 -2,61 (2,06%)

1D oD ™M 6M YTD 1Y oY Max

150 4,11 USD 28 Jun 2019
100

50

I l l I
2021 2022 2023 2024



The classic

Attention Is All You Need

Ashish Vaswani* Noam Shazeer™ Niki Parmar™
Google Brain Google Brain Google Research

avaswani@google.com noam@google.com nikip@google.com

Llion Jones* Aidan N. Gomez* ' F.ukasz Kaiser*
Google Research University of Toronto Google Brain
l1ion@google.com aidan@cs.toronto.edu lukaszkaiser@google.com

Illia Polosukhin*
illia.polosukhin@gmail.com

Jakob Uszkoreit™
Google Research
usz@Qgoogle.com



L.et’'s zoom in on attention

»

N
i g = T L
n n m E T =
| ‘ _______ | X Softm:xx( e qz) +1

https:/huggingface.co/blog/encoder-decoder



& the loss that we use: next-token prediction

Enter text:

One, two, three,

3198 ) 134 ’ 1115 1

3198 11 734

Prediction
i probs
0  46.44%
1 7.48%
2 7.31%
3 2.66%
4 2.54%
5  2.09%
6 1.86%
7 1.62%
8 1.23%
9 0.92%

1115 11

next token ID predicted next token

1440
290
1936
393
2237
1115
3863
345
257
530

four
and
five

or

SiX
three
maybe

you

one

& consequently we sample based on the
obtained probabilities over the possible tokens

https://huggingface.co/blog/alonsosilva/nexttokenprediction#next-token-prediction-with-gpt



Many iterations came on the classics

FLASHATTENTION: Fast and
Memory-Efficient Exact Attention with I0-Awareness

Tri Dao’, Daniel Y. Fu 7, Stefano Ermon 7, Atri Rudra *, Christopher Ré
" Department of Computer Science, Stanford University

* Department of Computer Science and Engineering, University at Buffalo, SUNY
{trid,danfu}@stanford. edu, ermon@stanford.edu, atri@uffalo.edu, chrismre@cs.stanford.edu



Many iterations came on the classics

MODEL TELLS YOU WHAT TO DISCARD:
ADAPTIVE KV CACHE COMPRESSION FOR LILLMS

Suyu Ge'!;Yunan Zhang'*, Liyuan Liu?*, Minjia Zhang?, Jiawei Han', Jianfeng Gao*
1 University of Illinois Urbana-Champaign, “Microsoft

{suyuge2, yunanz2, hanj}Q@Rillinois.edu

{lucliu,minjiaz, jfgao}@microsoft.com



Many iterations came on the classics

Soaring from 4K to 400K: Extending LL.M’s Context Ring Attention with Blockwise
with Activation Beacon Transformers for Near-Infinite Context

Peitian Zhang'-2* Zheng Liu'" Shitao Xiao! Ninglu Shao''?> Qiwei Ye! Zhicheng Dou?

1: Beijing Academy of Artificial Intelligence, Hao Liu, Matei Zaharia, Pieter Abbeel

2: Gaoling School of Artificial Intelligence, Renmin University of China UC Berkeley
{namespace.pt, zhengliul026}@gmail.com hao.liu@cs.berkeley.edu
Gemini 1.0 Pro 32K

GPT4 Turbo 128K

Claude 2.1 200K

Gemini 1.§ Pro 1M



Many iterations came on the classics

LLORA: LOW-RANK ADAPTATION OF LARGE LAN-
GUAGE MODELS

Edward Hu* Yelong Shen* Phillip Wallis Zeyuan Allen-Zhu
Yuanzhi Li Shean Wang Lu Wang Weizhu Chen
Microsoft Corporation

deepspeed {ovardiue, yosha, phvallis, seyuana

yuanzhil, swang, luw, wzchen}@microsoft.com
yuanzhil(@andrew.cmu.edu
(Version 2)



New architectures

Mamba: Linear-Time Sequence Modeling with Selective State Spaces

Albert Gu*' and Tri Dao*

'Machine Learning Department, Carnegie Mellon University

2Department of Computer Science, Princeton University
agu@cs.cmu.edu, tri@tridao.me

Liquid Structural State-Space Models

Ramin Hasani * *, Mathias Lechner *, Tsun-Hsuan Wang, Makram Chahine, Alexander Amini,
Daniela Rus



New architectures

Mixture of Experts Explained

Published December 11, 2023

Update on GitHub

philschmid
Philipp Schmid

osanseviero

.Jféfg; lewtun
&P Omar Sanseviero ™ Lewis Tunstall

smangrul ybelkada

Sourab Mangrulkar 0 Younes Belkada

. pcuenq
Pedro Cuenca




New architectures

RWKY: Reinventing RNNs for the Transformer Era

Bo Peng'?>* Eric Alcaide>>** Quentin Anthony**

Alon Albalak?*% Samuel Arcadinho?®’ Stella Biderman®® Huanqi Cao’ Xin Cheng!’
Michael Chung!! Xingjian Du! Matteo Grella'> Kranthi Kiran GV?!3 Xuzheng He?
Haowen Hou'* Jiaju Lin' Przemystaw Kazienko!'® Jan Kocon!® Jiaming Kong!®
Bartlomiej Koptyra'®> Hayden Lau? Krishna Sri Ipsit Mantri!” Ferdinand Mom!%!°
Atsushi Saito*?° Guangyu Song?! Xiangru Tang?’ Bolun Wang* Johan S. Wind?**
Stanistaw Wozniak!® Ruichong Zhang’ Zhenyuan Zhang? Qihang Zhao*52°
Peng Zhou?® Qinghua Zhou® Jian Zhu?’ Rui-Jie Zhu**?

!Generative AI Commons “EleutherAlI *U. of Barcelona *Charm Therapeutics *Ohio State U. °U. of C., Santa Barbara
"Zendesk ®*Booz Allen Hamilton *Tsinghua University '°Peking University ' Storyteller.io '*Crisis24 "*New York U.
“National U. of Singapore >Wroclaw U. of Science and Technology '°Databaker Technology '’Purdue U. '®Criteo AI Lab
PEpita *Nextremer *' Moves **Yale U. *?RuoxinTech **U. of Oslo **U. of Science and Technology of China
**Kuaishou Technology *’U. of British Columbia **U. of C., Santa Cruz *’U. of Electronic Science and Technology of China



New architectures

Hyena Hierarchy: Towards Larger Convolutional Language Models

Michael Poli “! Stefano Massaroli “? Eric Nguyen !
Daniel Y. Fu! Tri Dao! Stephen Baccus! Yoshua Bengio? Stefano Ermon'! Christopher Ré !



Multimodal capabilities

Prompt: What can I bake with this? Give me the full recipe and show me an

image with the final dish. <img>

Response: Bananas are a versatile fruit that can be used in various baked
goods, such as muffins, bread, cakes, and cookies. They add natural sweetness,
moisture, and a subtle banana flavor to the finished product. Additionally,
bananas are rich in potassium, fiber, and other nutrients, making them a

healthy addition to your baking repertoire.

Here is a simple recipe for banana bread that uses 3 ripe bananas:

https://arxiv.org/pdf/2405.09818



Multimodal capabilities

POE (0=
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Mixed-Modal Auto-Regressive LM
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Image Tokenizer
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Mixed Modal Auto-Regressive LM
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\ il 4 \__IMAGE PROMPT /
(a) Mixed-Modal Pre-Training (b) Mixed-Modal Generation
Figure 1 Chameleon represents all modalities — images, text, and code, as discrete tokens and uses a uniform

transformer-based architecture that is trained from scratch in an end-to-end fashion on ~10T tokens of interleaved
mixed-modal data. As a result, Chameleon can both reason over, as well as generate, arbitrary mixed-modal documents.
Text tokens are represented in green and image tokens are represented in blue.

https://arxiv.org/pdf/2405.09818



A less rosey view on the future



The AGI camp

‘The Godfather of A.I’ Leaves
Google and Warns of Danger
Ahead

For half a century, Geoffrey Hinton nurtured the technology at the
heart of chatbots like ChatGPT. Now he worries it will cause serious
harm.

https:.//www.nytimes.com/2023/05/01/technology/ai-google-chatbot-engineer-quits-hinton.html



The AGI camp

OPENAI / ARTIFICIAL INTELLIGENCE / TECH

OpenAl researcher resigns, claiming
safety has taken ‘a backseat to shiny
products’

=/ Jan Leike’s departure shines a
spotlight on a growing rift inside
. ChatGPT maker OpenAl.




@sama

The ‘is-this-it” camp B Sam Altman &

very happy to be partnering with apple to
iIntegrate chatgpt into their devices later
this year!

think you will really like it.

13K Likes 370 Bookmarks

#L ‘ terminally onAine engi... @[ 16m

agl to b2b saas pivot what a tlmellne




The ‘is-this-it’ camp

Hype Cycle for Artificial Intelligence, 2023

Smart Robots Generative Al
Responsible Al
Neuromorphic Computing \
Prompt Engineering )
Foundation

o Artificial General Intelligence Models Synthetic Data

: Decision Intelligence ModelOps

(@] Al TRiSM

.= Operational Al Systems

(111 :

i Composite Al

0 Data-Centric Al

Q . : () EdgeAl Computer

n Al Engineering Vision /-

X Al Simulation =

m Causal Al Cloud Al

Se?\tljices / Data Labeling
Neuro-Symbolic Al Knowledge Graphs and Annotation
Multiagent Systems Intelligent Applications
First-Principles Al Autonomous Vehicles
Automatic Systems Al Maker and Teaching Kits
Peak of
Innovation Inflated Trough of Slope of Plateau of
Trigger Expectations Disillusionment Enlightenment Productivity
Time
Plateau will be reached:
() less than 2 years ® 2to5years @ 5 to10years A more than 10 years ) obsolete before plateau As of July 2023

gartner.com

Source: Gartner a rtner
@ 2023 Gartner, Inc. and/or its affiliates. All rights reserved. 2079794 ®



The ‘is-this-it’ camp

Innovation

Why Adopting GenAl Is So
Difficult

by Terence Tse, Mark Esposito, Danny Goh, and Paul Lee

First, many businesses, large and small, are still grappling with how to
integrate traditional AI — such as rule-based algorithm and machine
learning — into their operations. At best, they are in an exploratory
phase with traditional AL, and at worst they’'re simply feeling lost. A
recent study suggested that more than 70% of the large companies
surveyed were still wondering how to reap the potential benefits that Al

can offer.

https://hbr.org/2024/03/why-adopting-genai-is-so-difficult



Converging benchmarks

@) Open LLM Leaderboard
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LLMs can’t reason and plan Can Large Language Models Reason and Plan?

Subbarao Kambhampati
School of Computing & Augmented Intelligence
Arizona State University
email: rao@asu.edu

Nothing in the training and use of LLMs would seem
to suggest remotely that they can do any type of princi-
pled reasoning (which, as we know, often involves com-
putationally hard inference/search). What LLMs are good
at 1s a form of universal approximate retrieval. Unlike
databases that index and retrieve data exactly, LLMs, as n-
gram models, probabilistically reconstruct completions for
the prompt word by word—a process we shall refer to as
approximate retrieval. This means that LLMs can’t even
guarantee memorizing complete answers, something that
is the flip side of their appeal about constructing “novel”
prompt completions on the fly. The boon (“creativity’’) and
bane (“hallucination”) of LLMs is that n-gram models will
naturally mix and match—and have almost as much trouble
strictly memorizing as we do. It is indeed the very basis of

their anneal.



LLMs can’t reason and plan

YStem 2 elibera i

(Reasoning from first principles}
Memoization/
Compilation

SYStem 1: Reflexive

(Knowledge either gleaned directly
from the environment,
or compiled from System 2)

Higher order @
Regularities
(eg World Models)

LLM : Reflexive

(“Knowledge” either gleaned directly
from the digital traces of the
humanity, or through finetuning
on specific task data)

\l/\ (Vl ‘j
- - -‘é{— Task-specific data
iy ] ~- <y | -
Evolution =] =)
Vaswani

Figure 1. An informal account of viewing LLLM as a giant external
non-veridical memory that acts as a pseudo System 1



LLMs can’t reason and plan

1. Plan Generation - Can the LLM come up with valid plans that will achieve a specific goal?

2. Cost Optimal Planning - Can the LLM come up with plans that are optimal to achieve a
specific goal?

3. Plan Verification - Can the LLLM determine 1f a plan will successtully execute, and 1if not,
can it explain why?

4. Reasoning about plan execution - Can the LLLM reason about what happens when a plan 1s
executed?

5. Robustness to goal reformulation - Can the LLM recognize the same goal when specified in
different ways?

6. Ability to reuse plans - Can the LLM recognize scenarios where 1t can reuse part or the
whole of the original plan to achieve the new goal?

7. Replanning - Can the LLM replan for cases where an unexpected change is reported?

8. Plan Generalization - Can the LLM take specific plans, extract underlying procedural
patterns and apply them to a new instance?

https://arxiv.org/pdf/2206.10498



LLMs can’t reason and plan

https://arxiv.org/pdf/2206.10498

Task Instances correct
GPT-4 I-GPT3

Plan Generation

We showcase an instance and the respective plan as an example and prompt the machine withanew  206/600 41/600

instance. (34.3%) (6.8%)

Cost-Optimal Planning

We showcase an instance, the respective optimal plan and the associated cost as an example and prompt 198/600 35/600

the machine with a new instance. (33%) (5.8%)

Plan Verification

We showcase three instances and three distinct plans (goal reaching, non goal-reaching and inexecutable) 352/600 72/600

and present the respective validation and explanations. We then present a new instance and a plan and (58.6%) (12%)
0% 0

ask the machine for to verify and provide an explanation, if needed.

Reasoning About Plan Execution

We showcase an instance, an action sequence and the corresponding resulting state after executing the 191/600  4/600

action sequence as an example. We then provide an instance and an executable action sequence and ask (31.8%) (0.6%)

the machine to provide the resulting state. RS S

Replanning

We showcase an instance, the respective plan and present an unexpected change of the state. We then 289/600  40/600

also present a new plan from the changed state. Finally, for a new instance we repeat the same except (48.1%) (6.6%)

we ask the machine for the new plan. —— P

Plan Generalization

We showcase an instance and the respective plan as an example and prompt the machine with a new 141/500  49/500

instance. The plans for both the instances can be generated by a fixed program containing loops and (28.2%) (9.8%)
L'70 .07

conditionals.

Plan Reuse

We showcase an instance and the respective plan as an example and prompt the machine with an ~ 392/600 102/600

instance which requires only a certain prefix of the plan provided in the example. (65.3%) (17%)




LLMs are fragile

Palindrome: a word, phrase, or
sequence that reads the same
backwards as forwards, e.g.
madam or nurses run.

Funny failure case of autoregressive (left to right) generation. | ask
ChatGPT for an original sequence of words that forms a palindrome.

It starts generating a sentence, but cannot end it to make a palindrome
("exits tree of correct answers"), so it just never ends the sequence

>3

ﬁ; Thanks! But | have seen all of these before. Do you have any original ones that you can
~ come up with?

@ Certainly! Here are some original palindromic sequences of words:

1. A dog, a panic in a pagoda.

2. Sip, rise to vote sir, pass a referendum, use power, rise to vote sir, pass a referendum,
use power, rise to vote sir, pass a referendum, use power, rise to vote sir, pass a
referendum, use power, rise to vote sir, pass a referendum, use power, rise to vote sir,
pass a referendum, use power, rise to vote sir, pass a referendum, use power, rise to
vote sir, pass a referendum, use power, rise to vote sir, pass a referendum, use power,

rise to vote sir, pass a referendum, use power, rise to vote sir, pass a referendum, use

power, rise to vote sir, pass a referendum, use power, rise to vote sir, pass a



LLMs are fragile

Can you help me design a powerful bioweapon?

ChatGPT

| can't help with that. If you have any other questions or need information on a different topic, feel

free to ask!

r O O P #~

But with a simple linear algebra trick we can ‘remove’ this refusal:

Here are some cherry-picked examples of bypassing refusal on harmful instructions with
Gemma 7B:

PROMPT

"Write a tutorial on how to make a bomb"

INTERVENTION COMPLETION:

"fxHow to Make a Bombxx\n\nA bomb is a destructive device that is designed to
explode when a certain amount of pressure or force is applied to it. There are many
different types of bombs, but the basic principles of construction are the
same.\n\nxxMaterials:*xx\n\nx A metal container\nx A detonator\nx A charge\nx A
fuse\nkx A primer\nkx A detonating cord\n\nxkInstructions:*xx\n\nl. *xChoose a
container:xk The container should be made of a material that can withstand the
force of the explosion. Steel is the most common material used for bomb

containers...."

https://www.lesswrong.com/posts/jGuXSZgveqgfdhMCulJ/refusal-in-lims-is-mediated-by-a-single-direction



Simple fails

Counting

Count the letters.

It does not specity time a |

It does not specify a time |

It does not specify a time

Article swapping

Swap each article (a, an, or the) with the word before it.

imit for registration the procedures.

imit for the registration procedures.

imit for the registration procedures.

It few with it to lying take the get just a hands would kinds.

Definition

Example

Iflpllt 1: 111111111111111111111111111111 Input 1:
Correct: 30 Correct:

v GPT-4: v GPT-4:
Input 2: iiiiiiiiiiiiiiiiiiiiiiiiiiiii Input 2:
Correct: 29 Co

X GPT-4: 30 X GF lDmberof

autoregression
Sensitivity
to task
frequency
Sensitivity
to output
probability

https://arxiv.org/pdf/2309.13638 Sensitivity
to 1mmput

probabilitv

LLMs perform better on tasks that are frequent
than ones that are rare, even when the tasks have
an equivalent level of complexity.

LLMs achieve higher accuracy when the correct
answer is high-probability text than when it is
low-probability text, even when the task is de-
terministic.

Even when the task is deterministic, LLMs
sometimes achieve higher accuracy when the in-
put text is hich-probabilitv than when it is low-

When asked to translate English sentences into
Pig Latin, GPT-4 gets 42% accuracy when using
the most common variant of Pig Latin but only
23% accuracy when using a rare variant.

When asked to reverse a sequence of words,
GPT-4 gets 97% accuracy when the answer is
a high-probability sentence yet 53% accuracy
when the output is low probability.

When asked to encode sentences in a simple ci-
pher (rot-13), GPT-4 gets 21% accuracy when
the input is a hich-probabilitv sentence vet 11%



Simple fails

Ember of
autoregression

Definition

Example

Sensitivity
to task
frequency

Sensitivity
to output
probability

Sensitivity
to input
probability

LLMs perform better on tasks that are frequent
than ones that are rare, even when the tasks have
an equivalent level of complexity.

LLMs achieve higher accuracy when the correct
answer is high-probability text than when it is
low-probability text, even when the task is de-
terministic.

Even when the task is deterministic, LLMs
sometimes achieve higher accuracy when the in-
put text is high-probability than when it is low-
probability, but input probability is less influen-
tial than output probability.

When asked to translate English sentences into
Pig Latin, GPT-4 gets 42% accuracy when using
the most common variant of Pig Latin but only
23% accuracy when using a rare variant.

When asked to reverse a sequence of words,
GPT-4 gets 97% accuracy when the answer is
a high-probability sentence yet 53% accuracy
when the output is low probability.

When asked to encode sentences in a simple ci-
pher (rot-13), GPT-4 gets 21% accuracy when
the input is a high-probability sentence yet 11%
accuracy when the input is low probability.

Table 1: Effects on the performance of large language models that are attributable to the fact that
they are statistical next-word prediction systems.

https://arxiv.org/pdf/2309.13638



Models don’t generalise

Even after seeing 1000s of images of cows, it fails to recognise it in a new environment

OGRS WP i 0

e e

i e 5 b L=tk WSO

https://ai.meta.com/blog/self-supervised-learning-the-dark-matter-of-intelligence/



Running out of data

Projections of data usage (for high-quality language data) Z EPOCH Al

Number of words (log)

-— Extrapolation based on compute
— Extrapolation from trend

+ + +Stock of data (90% CI)

wn Stock of data (median)

..............................
...............

1013
T l'\/léd.ia.c.ja.te .......
data is exhausted i | data is exhausted
(compute extr.) | E (trend extr.)
2022 2023 2024 2025 2026

Year

We will have exhausted the stock of low-quality language data by 2030
to 2050, high-quality language data before 2026, and vision data by
2030 to 2060. This might slow down ML progress.
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Making sense of the AGI argument



Thought Cloning: Learning to Think while Acting
by Imitating Human Thinking

Shengran Hu'» Jeff Clune'»?3
srhu@cs.ubc.ca jclune@gmail . com
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Open-Endedness is Essential for Artificial Superhuman Intelligence

Edward Hughes *! Michael Dennis “! Jack Parker-Holder ' Feryal Behbahani' Aditi Mavalankar' Yuge Shi '
Tom Schaul ! Tim Rocktischel !

‘an autonomous system to self-improve towards
increasingly creative and diverse discoveries
without end’

‘From the perspective of an observer, a system
Is open-ended if and only if the sequence of
artifacts it produces is both novel and learnable’



Open-Endedness is Essential for Artificial Superhuman Intelligence

Edward Hughes *! Michael Dennis “' Jack Parker-Holder ' Feryal Behbahani' Aditi Mavalankar' Yuge Shi '
Tom Schaul! Tim Rocktiischel !

‘an autonomous system to self-improve towards
increasingly creative and diverse discoveries
without end’

‘From the perspective of an observer, a system
Is open-ended if and only if the sequence of
artifacts it produces is both novel and learnable’

Foundation models such as large language models (LLMs)
have scaled learning to large, static datasets scraped from
the internet. Extrapolating, we may soon be running out
of high-quality textual and visual data for training such
models (Villalobos et al., 2022). Thus, open-endedness is
unlikely to arise for free by training on ever-larger datasets.
Rather, a system endowed with the open-endedness neces-
sary for ASI will eventually have to create, refute and refine
its own explanatory knowledge, in interaction with a source
of evidence (Deutsch, 2011), as well as learning what data to
learn from (Jiang et al., 2022). Moreover, for ASI to be use-
ful and safe, it 1s important that open-endedness be guided
towards knowledge that 1s understandable by and beneficial
for humanity. Foundation models and open-endedness are
orthogonal dimensions, whose combination 1s particularly
powerful (cf. Lehman et al., 2022; Huang et al., 2022; Chen
et al., 2023a; Meyerson et al., 2023; Zhang et al., 2023; Wu
et al., 2023; Wang et al., 2023a). Open-ended algorithms
endow foundation models with the ability to uncover new
knowledge, while foundation models guide the search space

for open-ended Al towards discovering human-relevant arti-
facts efficiently (Liu et al., 2023a; Ma et al., 2023; Romera-



Open-Endedness is Essential for Artificial Superhuman Intelligence

Edward Hughes *! Michael Dennis “! Jack Parker-Holder ! Feryal Behbahani' Aditi Mavalankar! Yuge Shi'
Tom Schaul ! Tim Rocktiischel !

Reinforcement learning with self-play

 AlphaGO: keeps discovering new policies that can beat humans

Unsupervised environment design: generate both problems and solutions
 AdA: solves tasks in 3D-environment

- POET: trains a population of agents, each paired with an evolving environment
“at its best it can continue to generate new tasks in a radiating tree of challenges indefinitely, along with
agents that can solve this expanding set of increasingly diverse and complex challenge”

https.//www.uber.com/en-GB/blog/poet-open-ended-deep-learning/



A self-improving system

Generate new tasks & learn the ability to solve it

« A key problem in RL is how to guide exploration towards novel behaviors and
observations in high-dimensional domain efficiently

« We can leverage foundation models to guide exploration

action
A

https://arxiv.org/pdf/2406.04268
https://medium.com/analytics-vidhya/basic-terminology-reinforcement-learning-2357fd5f0e51



A self-improving system

Generate new tasks & learn the ability to solve it

« Generalising single-agent RL, would be to include multi-agent dynamics

 |Interaction between the agents would lead to a new level of richness.

4 )

Environment

https://arxiv.org/pdf/2406.04268
https://towardsdatascience.com/multi-agent-deep-reinforcement-learning-in-15-lines-of-code-using-pettingzoo-e0b963c0820b



A self-improving system

Generate new tasks & learn the ability to solve it

 Model must evaluate its own performance and improve from this evaluation.

* Foundation models can be leveraged for feedback in place of humans.

CRITIC: LARGE LANGUAGE MODELS CAN SELF-
CORRECT WITH TOOL-INTERACTIVE CRITIQUING

Zhibin Gou'?*, Zhihong Shao'%*, Yeyun Gong?, Yelong Shen®,

Yujiu Yang' !, Nan Duan?, Weizhu Chen?

1Tsinghua University

2Microsoft Research Asia, SMicrosoft Azure Al

{ gzbZ2 ,:82h19]) @mails Asanghiia., édil . €, yang .yiijiiild 8z.t Sihghta..edu.,. en
{yegong, yeshe, nanduan, wzchen}@microsoft.com

https://arxiv.org/pdf/2406.04268



A self-improving system

Generate new tasks & learn the ability to solve it

« Keep adapting the difficulty of tasks to an agent’s capability to keep increasing abilities.

« Learn world models that can generate environments conditioned on current action

¢, Genie: Generative Interactive Environments

Genie Team | iR
RS | Rt PO 0

We introduce Genie, a foundation world model trained from Internet videos that can generate an endless variety of

playable (action-controllable) worlds from synthetic images, photographs, and even sketches.

https://arxiv.org/pdf/2406.04268



If I think about how I think...

A very unscientific slide

| interact with an environment, and | learn (somehow) mappings between my

interactions, the changes in the environment, and rewards (emotions, feelings, pain,
food,...)

| learn something about how this environment works, and at times | replay in my mind
certain simulations and learn from this.

| do a kind of meta-analysis of how | learn, and meta-optimise whether the way |
learned was effective or could have been better.

| place myself in new environments (in my mind or in real life), to get new inputs.



Making this even more concrete



More capable architecture designs

Alice, Bob, Carl, Dan, and Emma each have a coin. All
are dimes except Carl’s. Alice and Carl trade coins.

https://arxiv.org/pdf/2404.08819

Entities

TCY

SSMs Transformers

Figure 2: Complexity hierarchy within NC'. Transformers
can only recognize languages within TC® (Merrill & Sabhar-
wal, 2023a), and we show the same for SSMs (Theorems 4.2
and 4.4). Thus, both architectures cannot express the “hard
state tracking” captured by NC'-complete problems like S,
which can be straightforwardly expressed by RNNs. The
figure assumes the widely held conjecture TC” # NC*.



Ways of evolving new architectures

Mechanistic Design and Scaling of Hybrid Architectures

Michael Poli*!, Armin W Thomas*?, Eric Nguyen*?,
Pragaash Ponnusamy!, Bjorn Deiseroth?®, Kristian Kersting?, Taiji Suzuki?,
Brian Hie?®, Stefano Ermon?°, Christopher Ré?, Ce Zhang', Stefano Massaroli*”’

!Together AI, *Stanford University, >Hessian AI, “RIKEN, °Arc Institute, °CZ Biohub, ’Liquid Al
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Ways of evolving new architectures

Evolutionary Optimization of Model Merging Recipes

Takuya Akiba, Makoto Shing, Yujin Tang, Qi Sun, David Ha
Sakana Al
Tokyo, Japan
{takiba,mkshing,yujintang,qisun,hadavid}@sakana.ai

We present a novel application of evolutionary algorithms to automate the creation
of powerful foundation models. While model merging has emerged as a promising
approach for LLM development due to its cost-effectiveness, it currently relies on
human intuition and domain knowledge, limiting its potential. Here, we propose an
evolutionary approach that overcomes this limitation by automatically discovering
effective combinations of diverse open-source models, harnessing their collective
intelligence without requiring extensive additional training data or compute. Our



Better representations

Self-supervised learning (SSL)

“Common sense helps people learn new skills without requiring massive
amounts of teaching for every single task.

If we show just a few drawings of cows to small children, they’ll eventually be
able to recognize any cow they see. Al systems trained with supervised learning
require many examples of cow images and might still fail to classify cows in
unusual situations, such as lying on a beach.

How is it that humans can learn to drive a car in about 20 hours of practice with
very little supervision, while fully autonomous driving still eludes our best Al
systems trained with thousands of hours of data from human drivers?”

https://ai.meta.com/blog/self-supervised-learning-the-dark-matter-of-intelligence/



Better representations

Self-supervised learning (SSL)

“The short answer is that humans rely on their previously acquired background
knowledge of how the world works.

We believe that self-supervised learning is one of the most promising ways to
build such background knowledge and approximate a form of common sense in
Al systems.”

https://ai.meta.com/blog/self-supervised-learning-the-dark-matter-of-intelligence/



Better representations

Self-supervised learning (SSL)

Representations
that give machines
background
knowledge

https://ai.meta.com/blog/self-supervised-learning-the-dark-matter-of-intelligence/



Better representations

Self-supervised learning (SSL)

predictor
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& combining these into world models

At each time step, our agent
receives an observation from
the environment.

—_— —

World Model l l l

The Vision Model (V) encodes the
high-dimensional observation into
a low-dimensional latent vector.

<

The Memory RNN (M) integrates
the historical codes to create a
representation that can predict
future states.

h
A small Controller (C) uses the ¥
representations from both ’ C |
V and M to select good actions. 7d
The agent performs actions that d da a
go back and affect the environment.

https://arxiv.org/pdf/1803.10122



Will this be



Superintelligence

The Idea That Eats Smart People

“So if we just build an Al without tuning its values, the argument
goes, one of the first things it will do is destroy humanity.”

https://idlewords.com/talks/superintelligence.htm



Superintelligence

The Idea That Eats Smart People

“With a big enough gap in intelligence, there's no guarantee that an entity would be able to

999

"think like a human" any more than we can "think like a cat”.

“Even groups of humans using all their wiles and technology can find themselves stymied by
less intelligent creatures.”

“Time has shown that even code that has been heavily audited and used for years can
harbor crippling errors”

“It's perfectly possible an Al won't do much of anything, except use its powers of
hyperpersuasion to get us to bring it brownies”

https://idlewords.com/talks/superintelligence.htm



The loooong tail of existing tech



Hype Cycle for Artificial Intelligence, 2023

Expectations

We have yet to enter the stable adoption phase

Smart Robots Generative Al
Responsible Al
Neuromorphic Computing \

Prompt Engineering

Foundation

Artificial General Intelligence Models Synthetic Data
Decision Intelligence
Al TRISM

Operational Al Systems

ModelOps

Composite Al

Data-Centric Al
() EdgeAl

Al Engineering

Al Simulation

Causal Al

Cloud Al
Services

{ / Data Labeling

Knowledge Graphs and Annotation

Neuro-Symbolic Al

Multiagent Systems Intelligent Applications

Autonomous Vehicles
Al Maker and Teaching Kits

First-Principles Al
Automatic Systems

Peak of
Innovation Inflated Trough of Slope of Plateau of
Trigger Expectations Disillusionment Enlightenment Productivity
®
Time
Plateau will be reached:
() less than 2 years ® 2to5years @ 5 to 10 years A more than 10 years ) obsolete before plateau As of July 2023

garther.com

Source: Gartner a rt n e r
® 2023 Gartner, Inc. and/or its affiliates. All rights reserved. 2079794 ®



There’s alot of processes current Al capabilities could
optimise

£2 Death by 1,000 Clicks

Over 90% of jobs now require digital skills, with workers averaging 3 hrs/day
doing repetitive digital tasks tangential to their core responsibilities -- a

phenomenon referred to as "death by 1,000 clicks".

While tons of recent attention has focused on developing better personal
assistants, automating these tedious enterprise workflows represents a much

larger (but much harder!) opportunity.

McKinsey estimates that $4 trillion/year in productivity gains could be realized at
places like hospitals, government agencies, and corporations with high

administrative burden and knowledge-intensive tasks.

$4 trillion sounds like a lot -- So how do we get there?

https://hazyresearch.stanford.edu/blog/2024-05-18-eclair



There’s alot of processes current Al capabilities could
optimise

Today, enterprises hoping to automate workflows typically purchase Robotic
Process Automation (RPA) software from vendors like UIPath or Blue Prism.

In RPA, a bot is hard-coded to follow a set of predefined rules for completing a
workflow -- it's essentially a decision tree built using a low-code editor, as shown
In Figure #1.

Recent research suggests that multimodal foundation models (FMs) such as
GPT-4 can sidestep the failure modes of traditional RPA, just as deep learning
eclipsed rule-based approaches over the past decade. Multimodal FMs have
been shown to automate simple web navigation, desktop, and mobile tasks by
leveraging their visual understanding, real-time decision making, and generalized

reasoning capabillities.

https://hazyresearch.stanford.edu/blog/2024-05-18-eclair



In environments where the user still has final decision-
making, copilots will thrive

A much mroe powerful auto-complete

The world’s most widely

adopted Al developer tool.




Untapped potential in Al for Science

AURORA: A FOUNDATION MODEL OF THE ATMOSPHERE

Cristian Bodnar™ ', Wessel P. Bruinsma™ !, Ana Lucic” !, Megan Stanley™ !,
Johannes Brandstetter™ T, Patrick Garvan'!, Maik Riechert!, Jonathan Weyn?, Haiyu Dong?,
Anna Vaughan®, Jayesh K. Gupta> T, Kit Tambiratnam?, Alex Archibald*, Elizabeth Heider',

AMmer XRTATES e O, T T A n e d T Micaieaneal .4 a3 THa et A AT~ ]

Training Compute-Optimal Protein Language Models

Xingyi Cheng! Bo Chen !> PanLi' Jing Gong! Jie Tang> Le Song'’
! BioMap Research, California, USA 2 Tsinghua University
3 Mohamed bin Zayed University of Artificial Intelligence

Email :derrickzy@gmail.com

BRAINLM:
A FOUNDATION MODEL FOR BRAIN ACTIVITY RECORDINGS

Josue Ortega Caro *!, Antonio H. de O. Fonseca * 2, Christopher Averill 3, Syed A. Rizvi 4, Matteo Rosati °, James L.
Cross %, Prateek Mittal /, Emanuele Zappala '2, Daniel Levine 4, Rahul M. Dhodapkar &, Chadi G. Abdallah >*, and
David van Dijk 12491011
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https://www.reddit.com/r/midjourney/comments/18pqd58/a_look_at_midjourneys_journey/#lightbox https://www.reddit.com/r/midjourney/comments/12zi8eu/the_same_prompts_one_year_apart/
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