
Generative AI is changing undergraduate education; 
and undergraduate research too! 
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James Prather, Paul Denny, Juho Leinonen, Brett A Becker, and others. The robots are here: Navigating the generative 
ai revolution in computing education. (ACM ITiCSE ’23)



Hou, Irene and Mettille, Sophia and Man, Owen and  Li, Zhuo and Zastudil, Cynthia and MacNeil, Stephen The Effects 
of Generative AI on Introductory Students’ Help-Seeking Preferences (ACM ACE ‘24)



“When using [GenAI], I don't really fully understand what they're 
telling me, and it's just kind of like, 'Oh! There's the answer.' 

But I'm not really the one learning and really digesting what's 
happening and how I got to that conclusion.” (CS Student) 

“As an introvert, personally, I think ChatGPT is a very good way to 
get help because talking to people takes away my energy”

Cynthia Zastudil, Magdalena Rogalska, Christine Kapp, Jennifer Vaughn, and Stephen MacNeil. Discovering 
Stakeholders’ Values for the use of Generative Models in Computing Education. (IEEE FIE ’23)

Hou, Irene and Mettille, Sophia and Man, Owen and  Li, Zhuo and Zastudil, Cynthia and MacNeil, Stephen The Effects 
of Generative AI on Introductory Students’ Help-Seeking Preferences (ACM ACE ‘24)



James Prather, Paul Denny, Juho Leinonen, Brett A Becker, and others. The robots are here: Navigating 
the generative ai revolution in computing education. (ACM ITiCSE ’23)





7 First-Author Publications about Gen AI from undergraduate in our lab

"Like a Nesting Doll": Analyzing Recursion Analogies Generated by CS Students using Large Language Models." 
Bernstein, Seth, et al. (ACM ITICSE 2024)

"More Robots are Coming: Large Multimodal Models (ChatGPT) can Solve Visually Diverse Images of Parsons 
Problems." Hou, Irene, et al. (ACE 2024)

"CausalMapper: Challenging designers to think in systems with Causal Maps and Large Language Model." 
Huang, Ziheng, et al.  (ACM C&C 2023)

"Memory sandbox: Transparent and interactive memory management for conversational agents." 
Huang, Ziheng, et al. (ACM UIST 2023)

"The Effects of Generative AI on Computing Students’ Help-Seeking Preferences." 
Hou, Irene, et al. (ACE 2024) 

"Generating multiple choice questions for computing courses using large language models." 
Tran, Andrew, et al. (IEEE FIE 2023)

"Using large language models to automatically identify programming concepts in code snippets." 
Tran, Andrew, et al. (ACM ICER 2023) 







Nesting

Nesting



Undergraduate research gives students agency in the face of uncertainty! 

Students are not victims of Generative AI 

Students choose whether to use Generative AI

Students adapt and reappropriate Generative AI

Students can shape the direction of Generative AI 

Students are leading the conversation about GenAI



Outline

Hou, Irene, et al. "The Effects of Generative AI on Computing Students’ 
Help-Seeking Preferences." (ACE 2024) 

MacNeil, Stephen, Tran, Andrew, et al. “Experiences from Using Code Explanations 
Generated by LLMs in a Web Software Development E-Book” (ACM SIGCSE 2023)

Tran, Andrew, et al. "Generating multiple choice questions for computing courses 
using large language models." (IEEE FIE 2023) 













































Please help share our follow-up survey with your students!

https://bit.ly/temple-hci-study



Andrew Tran
Undergraduate Researcher
Temple University









How useful are these explanations?

Students care about tasks not prompts!







Explanations Types



E-book: Web software development Course offered by Aalto University



- Explanations rated on a 
5-point Likert Scale

- Line-by-line explanations 
were less useful for learning 
than summary and concept 
explanations

- Explanations were less useful 
when students already knew 
what the code does



1) The explanation was overly detailed and focused on mundane 
aspects of the code

2) The explanation was the wrong type (e.g.: a concept explanation that 
read more like a line-by-line explanation)

3) The explanation mixed code and explanatory text.

Qualitative Analysis of low-quality code explanations



1) Line-by-line explanations were most popular, but rated least useful

2) 50% of students who viewed the E-book viewed an explanation

3) Students who viewed an explanation viewed 3.0 (sd = 2.7) explanations on average

4) More students viewed explanations as code snippets got more challenging

Student Interaction with Code Explanations

Overall, students found the explanations as both relevant and 
useful for their learning.







Question Stem

Distractors

Correct Answer

Anatomy of a Multiple Choice Question





Datasets

Canterbury Question Bank Low-level C Course



Results

● GPT-4 outperformed GPT-3
○ C Course: 90% correctness (GPT-4) vs 36.7% correctness (GPT-3)
○ Canterbury: 75.3% correctness (GPT-4) vs 30.8% correctness (GPT-3) 



Generative AI is Improving

Complex Questions
GPT-4 creates better MCQ 

questions on stems that required a 
more complex task

Negation Tasks
GPT-4 creates better MCQ 
questions on stems that have a 
negation task







Generative AI appears to be widening not narrowing the educational divide! 



Generative AI appears to be widening not narrowing the educational divide! 

What might be causing this divide? 

● Lack of AI literacy
● Lack of metacognitive skills
● Lack of foundational computing skills 



So at least some of the 
doom and gloom is warranted? 



What are we left with when Generative AI can 
write better code than our students? 



Complexity and Uncertainty

What are we left with when Generative AI can 
write better code than our students? 



Undergraduate Researchers are Ready

Complexity and Uncertainty

What are we left with when Generative AI can 
write better code than our students? 



Student Engagement 
Photos of Studio Time

Open House

Fun Activities 



The HCI Lab at Temple University 
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Papers presented today 

Hou, Irene, et al. "The Effects of Generative AI on Computing Students’ 
Help-Seeking Preferences." (ACE 2024) 

Tran, Andrew, et al. "Generating multiple choice questions for computing 
courses using large language models." (IEEE FIE 2023) 



Additional papers about Gen AI from undergraduate in our lab

Bernstein, Seth, et al. "Like a Nesting Doll": Analyzing Recursion Analogies 
Generated by CS Students using Large Language Models." (ACM ITICSE 2024)

Hou, Irene, et al. "More Robots are Coming: Large Multimodal Models (ChatGPT) 
can Solve Visually Diverse Images of Parsons Problems." (ACE 2024)

Huang, Ziheng, et al. "CausalMapper: Challenging designers to think in systems 
with Causal Maps and Large Language Model." (ACM C&C 2023)

Huang, Ziheng, et al. "Memory sandbox: Transparent and interactive memory 
management for conversational agents." (ACM UIST 2023)
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