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The Case for Responsible AI

Global AI compliance 
laws enacted with fines 
of up to 6% of revenues

5
LGBTQ couples 
get higher
mortgage denial

2
Facial recognition 
is biased toward 
light skin

1
Minorities get lesser 
healthcare for 
similar conditions

3 4
Microsoft Chatbot 
goes hateful on 
Twitter

Sources: Proceedings of the National Academy of Sciences, University of Southern California, MIT and Stanford University  
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Responsible AI holds the key to realizing AI’s potential

RESHAPING BUSINESS WITH ARTIFICIAL INTELLIGENCE F MIT SLOAN MANAGEMENT REVIEW   5

a strategic risk as well. A much smaller group (13%) 
does not view AI as either an opportunity or risk.

What is behind these high expectations and business 
interest in AI? There is no single explanation. (See 
Figure 5.) Most respondents believe that AI will ben-
efit their organization, such as through new business 
or reduced costs; 84% believe Al will allow their 
organization to obtain or sustain a competitive ad-
vantage. Three in four managers think AI will allow 
them to move into new businesses.

Executives simultaneously recognize that their orga-
nization will not likely be the sole beneficiary of AI 
in their markets. Respondents expect that both new 
entrants and incumbents would similarly see the po-
tential for benefits. Three-quarters of respondents 
foresee new competitors using AI to enter their mar-
kets while 69% expect current competitors to adopt 
AI in their businesses. Furthermore, they realize that 
suppliers and customers in their business ecosystem 
will increasingly expect them to use AI.

Despite high expectations, business adoption of AI 
is at a very early stage: There is a disparity between 
expectation and action. Although four in five execu-
tives agree that AI is a strategic opportunity for their 
organization, only about one in five has incorpo-
rated AI in some offerings or processes. Only one in 
20 has extensively incorporated AI in their offerings 
or processes. (See Figure 6.)

The differences in adoption can be striking, particu-
larly within the same industry. For example, Ping 
An, which employs 110 data scientists, has launched 
about 30 CEO-sponsored AI initiatives that support, 
in part, its vision Nthat technology will be the key 
driver to deliver top-line growth for the company in 
the years to come,O says the company�s chief innova-
tion officer, Jonathan Larsen. Yet in sharp contrast, 
elsewhere in the insurance industry, other large com-
panies� AI initiatives are limited to Nexperimenting 

with chatbots,O as a senior executive at a large West-
ern insurer describes his company�s AI program.

Organizations also report significant differences in 
their overall understanding of AI. For example, 16% 
of respondents strongly agreed that their organization 
understands the costs of developing AI-based products 
and services. And almost the same percentage (17%) 
strongly disagreed that their organization understands 
these costs. Similarly, while 19% of respondents strongly 
agreed that their organization understands the data re-
quired to train AI algorithms, 16% strongly disagreed 
that their organization has that understanding.

Reasons for adopting AI
Why is your organization interested in AI?

Customers will ask for
AI-driven offerings

Suppliers will offer AI-driven
products and services

Pressure to reduce costs
will require us to use AI

       Incumbent competitors
will use AI

New organizations using AI
will enter our market

AI will allow us to move
into new businesses

AI will allow us to obtain or
sustain a competitive advantage 84%

75%

75%

69%

63%

61%

59%
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Percentage of respondents who somewhat or strongly agree with each statement

23%
A DOP T ION

54%
NO A DOP T ION

23%
P I L O T( S )

Adoption level of AI
What is the level of AI adoption in your organization?

AI is extensively
incorporated in
processes and

offerings

AI is incorporated
in some 

processes and
offerings

Has one or 
more AI pilot

projects

Has not adopted
AI but plans to do

so in the future

Has not adopted
AI and has no
plans to do so
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5%5%

18%18%

23%23%

32%32%

22%22%

FIGURE 5: Organizations expect to create competitive advantage 
from AI H but also anticipate increased competition.

FIGURE 6: Only about a quarter of all organizations have adopted 
AI so far.

Disparity in Adoption  
and Understanding

Source: 2-017 BCG and MIT global survey of 3,000+ executives

Drivers of AI Adoption

19.1

52.2

2017 2018 2019 2020 2021

Worldwide Spending on AI Systems ($B)

CAGR 46.2%

Source:  IDC

Customers expect transparent 
and fair AI interactions, and 
with clear accountability

8 AI and the Ethical Conundrum – How organizations can build ethically robust AI systems and gain trust

A significant majority of customers expect organizations to 
provide AI interactions that are transparent and fair, and they 
also want organizations to take responsibility if something 
goes wrong (see Figure 2):

• 71% want a clear explanation of results. For instance, the 
GDPR states a “right to explanation,” in which customers 
are entitled to receive meaningful information about the 
logic involved in automated decisions including those 
made by AI.22 As Figure 2 shows, the expectations for clear 
explanation of AI outputs is higher in sectors, including 
banking and insurance, which deal in high-impact decisions 
for customers such as credit sanctioning.

• Two-thirds (66%) expect AI models to be “fair and free of 
prejudice and bias against them or any other person or 
group.”

• 67% expect organizations to take ownership of their AI 
algorithms when they go wrong. 

Guidelines issued by the US Federal Trade Commission (FTC) 
in early 2020 call for transparent AI. The guidelines state that 
when an AI-enabled system makes an adverse decision (such 
as declining credit to a customer), the organization should 
show the affected consumer the key data points used in 
arriving at the decision and give them the right to change any 
incorrect information.23

Apple, for instance, advances transparency in AI interactions 
by taking a privacy-first approach. The firm ran the risk of 
being seen as potentially intrusive and unsafe when accessing 
customer data to understand how they use their phones. 
To avoid this issue, Apple uses “local differential privacy” – a 
technique that helps mask a user’s personal data before it 
is even shared with Apple. This allows them to understand 
the behavior of its user community without learning about 
individual users.24 Such an “arm-length” approach to handling 
sensitive data can help reassure customers about their privacy 
and enhances trust.

Paul Cobban, Chief Data and Transformation Officer at DBS 
told us, “There are increasing expectations from customers 
that any decision that is made using an algorithm needs to be 
explainable, and the MAS (Monetary Authority of Singapore) 
guidelines are very clear that the explainability and accountability 
of a decision needs to lie with a human being at some point. We 
recognize this as a very nascent area, and we will need to continue 
to iterate as we learn.”25

 Figure 2.      Customers expect fair and transparent AI systems, and with clear accountability

Share of customers who agree with each statement

67%

73% 72%71%
67% 67% 67%

69%
64%

66%66%
69%

64%

I expect the AI system to be able to 
clearly explain results to me

I expect organizations to take 
ownership of their AI algorithms when 

they go wrong 

I expect the AI models of 
organizations to be fair and free from 
prejudice and bias against me or any 

other person or group{

Overall Banking & Insurance Consumer Products and Retail Public Sector

Source: Capgemini Research Institute, Ethics in AI customer survey, April – May 2020, N=2900.

72%

68%

67%

59%

22%

Customers expect the AI system to be able to 
clearly explain results

Customers expect organizations to take ownership 
of their AI algorithms when they go wrong

Customers expect the AI models of organizations to 
be fair and free from prejudice and bias

Executives say they have experienced legal scrutiny
of their AI systems and data handling procedures

1 in 5 executives say they have faced a customer 
backlash as a result of their AI system operations



5www.responsible.ai © RAI Institute 2021  |  All Rights Reserved  | Do Not Use Without Permission

Responsible AI Institute
v Non-Profit to advance responsible AI adoption
v Founded 2016 by USAA, Anthem, UT Austin
v Independent, community driven, and global

Manoj Saxena
Chairman

Michael Stewart
Lucid.AI

Matt Sanchez, 
Cognitive Scale

Dr. Joydeep Ghosh, 
University of Texas

Ashley Casovan
Executive Director

Suraj Madani, CPO
American Express

Rajeev Ronanki, SVP, 
Anthem Health

Seth Dobrin. Chief  
AI Officer, IBM 

Doreen Lorenzo, 
Dean, UT Austin

Cameron Davies , 
CDO, YUM! Brands

Gavin Munroe, CIO, 
HSBC
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Alex Benay. Global
Lead Azure, Microsoft

Miriam Vogel, CEO
Equal AI

v Certification of Responsible AI systems
v Corporations, Government, Universities
v www.responsible.ai
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Our Members and Partners

Global
Corporations

Tech & Service
Providers

Standards 
Bodies & NGOs

Universities &
Academia
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We have built a rich ecosystem over the past four years
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What Do We Believe

We believe that AI should be 
Ø transparent and explainable

Ø inclusive and unbiased

Øcredible and accountable

Ø reliable and robust

ØRespectful of privacy and rights

Responsible AI Framework
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“the practice of designing, building and deploying AI in a 
manner that empowers people and business, and fairly
impacts customers and society — allowing companies to 
engender trust and scale AI with confidence.”

WORLD ECONOMIC FORUM, 2019

Responsible AI Defined
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Our Four Offerings Help Members in their RAI Journey

Network with over 500
responsible AI experts, 
researchers, practitioners, 
and policy makers

Access educational 
resources including 
live prototypes for
professional badging

Access online 
RAI Collabs to 
model and validate 
your AI Use Cases

Acquire RAI skills
and Certification to
de-risk and improve 
your AI, build user trust

Network Educate Assess Certify
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RAI Certification = Independent Symbol of Trust

RAI Certification is the first independent and community 
developed Responsible AI rating and documentation system.

RAI Certification is a symbol of trust that an AI system has 
been designed, built, and deployed in line with the five OECD 

Artificial Intelligence principles to promote use of AI that is 
human centric and trustworthy and that respects human rights 

and societal values.
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RAI Certification Levels

CERTIFIED SILVER GOLD PLATINUM
60-69 POINTS 70-79 POINTS 80-89 POINTS 90-100  POINTS
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How RAI Certification Levels Work

PLATINUM
90-100 POINTS

GOLD
80-89 POINTS

SILVER
70-79 POINTS

CERTIFIED
60-69 POINTS

Responsible AI Framework

Systems are assessed against
Responsible AI Categories

The assessment provides 
a detailed RAI scorecard…

… which determines the
RAI Certification Level

Certification Levels & Scores
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RAI Certification Framework
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RAI Institute’s Banking Heat Map
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RAI Institute’s Healthcare Heat Map
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Case Study: Healthcare Care Delivery with Responsible AI

Conduct RAI
Assessment

Earn
Badges

Apply for RAI 
Certification

• Data
• Model
• Process

• Bias and Fairness
• Data quality & Rights
• Explainability & Interpretability
• Accountability
• Robustness  

• Data
• Model
• Process
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Join us in building
a better world with
Responsible AI 


