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● Talk about Best Practices for Jenkins logging
● Enable you to trace log data back to the source code
● Demonstrate Real World Data use cases
● Add some powerful tools to your skillset
● Maximize your Jenkins Administration skills

● Interest in learning more about how to diagnose issues
● Want to reduce the cycle time to issue resolution

What We’ll Cover
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Where to start with Log Diagnosis
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...Logging can be noisy and intimidating...
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Logs:

● Configurable 
● Dependant upon operating system
● Support Core Plugin adds logging to 

filesystem in a defined location
● JVM logging added via Best Practices

● Linux:
○ /var/log/jenkins/jenkins.log

● Windows:
○ %JENKINS_HOME%/jenkins.out

● Docker: docker logs containerId
○ (Or defaulted to underlying OS)

Jenkins Logs: Default Locations:

https://wiki.jenkins.io/display/JENKINS/Support+Core+Plugin
https://support.cloudbees.com/hc/en-us/articles/222446987-Prepare-Jenkins-for-Support
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● Jenkins uses java.util.logging for 

logging

● By default sends every log above INFO to 

stdout

● Most servlet containers alter this behavior,

● Servlet containers bundle all the logs into a 

single place.

Jenkins is equipped with a GUI for configuring/collecting/reporting log records of your choosing!

System Logs:
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Example GUI log:

System Logs:
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Jan 28, 2020 3:25:03 AM INFO com.nirima.jenkins.plugins.docker.DockerContainerWatchdog execute

Date and Time

Log Level

Package Method

Class

FINEST

FINE

System Logs:
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FINEST

FINE

Log Levels:
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Example Logger List: 

System Logs:
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What’s missing from the GUI? 

● GUI is limited to browser search
● Does not tail
● Limited to browser refresh
● Cannot aggregate to a log server e.g. Splunk
● Cannot efficiently search for timestamp
● Limited historic display
● Using a grep search is infinitely more effective

System Logs:
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Powerful grep search example:

System Logs:
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● Create a log name 
that makes sense:

● Add the relevant 
logging class:

Enable Custom Loggers
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Jan 28, 2020 3:25:03 AM INFO com.nirima.jenkins.plugins.docker.DockerContainerWatchdog execute

● Note the Autocomplete Function! 

Enable Custom Loggers
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How to find a package:

Step 1: Visit the Plugin Page in the 

Plugin Site and follow the Github Link:

Step 2: Check 

the Readme 

Enable Custom Loggers

Step 3: Read 

the Manual: 

https://plugins.jenkins.io/saml
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If all else fails, explore the repo 
How to find a package:

Enable Custom Loggers
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You can log multiple classes within the same logger

Enable Custom Loggers
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● Create a memorable logging name e.g. Git plugin log
● Remove your custom logs when not debugging an issue
● Logging has overhead to the I/O which can affect performance
● You can bring down the JVM with excessive logging
● Be careful with setting log levels on production systems

Enable Custom Loggers
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Understanding a Java Stack Trace
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The Stacktrace contains:
● The exception type
● The message
● List of all the method calls which were in progress

Java Stack Trace
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Exception in thread "main" java.lang.RuntimeException: Something has gone wrong, aborting!

Thread name where the 
Exception was thrown 

which you can correlate 
with logs

Type of Exception that 
was thrown. Check out the 

correspondiong Javadoc
for a deep dive

The Message. Set by the 
code which is throwing the 

exception. 

Java Stack Trace

https://docs.oracle.com/javase/7/docs/api/java/lang/RuntimeException.html
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But what part of the code called badMethod?

Exception in thread "main" java.lang.RuntimeException: Something has gone wrong, aborting!
at com.myproject.module.MyProject.badMethod(MyProject.java:22)

The package, class, and method where the 
exception was thrown

The filename and line number from 
where the Exception was thrown 

Exception in thread "main" java.lang.RuntimeException: Something has gone wrong, aborting!
at com.myproject.module.MyProject.badMethod(MyProject.java:22)
at com.myproject.module.MyProject.oneMoreMethod(MyProject.java:18)

Reading the stack trace from bottom to top traces the path!!

Java Stack Trace
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Exception in thread "main" java.lang.RuntimeException: Something has gone wrong, aborting!
at com.myproject.module.MyProject.badMethod(MyProject.java:22)
at com.myproject.module.MyProject.oneMoreMethod(MyProject.java:18)
at com.myproject.module.MyProject.anotherMethod(MyProject.java:14)
at com.myproject.module.MyProject.someMethod(MyProject.java:10)
at com.myproject.module.MyProject.main(MyProject.java:6)
…
…
…
…
…
at java.lang.Thread.run

It all starts with the main method of the application! 

Java Stack Trace
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Let’s try with a Jenkins specific stack trace! 

2020-01-23 18:02:29.554+0000 [id=83054] WARNING

o.j.p.w.cps.CpsVmExecutorService#reportProblem: Unexpected exception in CPS VM thread: 

CpsFlowExecution[Owner[Test-jobs/Developer/master/20:Test-jobs/Developer-JavaDoc-Test/master #20]]

org.jenkinsci.plugins.scriptsecurity.sandbox.RejectedAccessException: Scripts not permitted to use new 

foo.BarConfiguration

at org.jenkinsci.plugins.scriptsecurity.sandbox.whitelists.StaticWhitelist.rejectNew(StaticWhitelist.java:184)

at 

org.jenkinsci.plugins.scriptsecurity.sandbox.groovy.SandboxInterceptor.onNewInstance(SandboxInterceptor.java:148)

at org.kohsuke.groovy.sandbox.impl.Checker$3.call(Checker.java:197)

at org.kohsuke.groovy.sandbox.impl.Checker.checkedConstructor(Checker.java:202)

at org.kohsuke.groovy.sandbox.impl.Checker$checkedConstructor$1.callStatic(Unknown Source)

…

…

at java.lang.Thread.run(Thread.java:748)

Java Stack Trace
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Sure enough! 
I have 14 pending approvals! 

Java Stack Trace
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Real World Example #1 “The JIRA Hook”
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● This is an all too common scenario

● Where do you start diagnosis when communication between 

two systems is not working?

● How do you address OSS Community Plugins? 

○ CloudBees is the #1 Contributor to the Jenkins Project

○ You can contribute to any OSS project! 

The JIRA Hook Issue
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● “We are trying to trigger a build in jenkins from Jira based on a 

user comment or status change, but are unable to trigger it”

● We have configured exactly as per the documentation.

● Client Error - response code '403'

Information provided to CloudBees Support:

Data requested in response: 
● Logs from JIRA

● Jenkins Support Bundle data provided by 

the Support Core Plugin

○ Plugin Versions

○ Jenkins Version

○ Logs

The JIRA Hook Issue

https://en.wikipedia.org/wiki/HTTP_403
https://wiki.jenkins.io/display/JENKINS/Support+Core+Plugin
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Data Anlaysis:
The Support Bundle log clearly show WARNING logs:

2020-01-06 22:29:57.737+0000 [id=2316384]   WARNING o.e.j.s.h.ContextHandler$Context#log: Error while serving https://business.com/jira-trigger-webhook-receiver/
org.codehaus.jettison.json.JSONException: JSONObject["name"] not found.

at org.codehaus.jettison.json.JSONObject.get(JSONObject.java:360)
at org.codehaus.jettison.json.JSONObject.getString(JSONObject.java:487)
at com.atlassian.jira.rest.client.internal.json.JsonParseUtil.parseBasicUser(JsonParseUtil.java:192)
at com.atlassian.jira.rest.client.internal.json.CommentJsonParser.parse(CommentJsonParser.java:37)
at com.atlassian.jira.rest.client.internal.json.CommentJsonParser$parse.call(Unknown Source)
at com.ceilfors.jenkins.plugins.jiratrigger.webhook.WebhookCommentEventJsonParser.parse(WebhookCommentEventJsonParser.groovy:40)
at com.ceilfors.jenkins.plugins.jiratrigger.webhook.WebhookCommentEventJsonParser$parse.call(Unknown Source)
at com.ceilfors.jenkins.plugins.jiratrigger.webhook.JiraWebhook.processEvent(JiraWebhook.groovy:71)
at com.ceilfors.jenkins.plugins.jiratrigger.webhook.JiraWebhook$processEvent.callCurrent(Unknown Source)
at com.ceilfors.jenkins.plugins.jiratrigger.webhook.JiraWebhook.doIndex(JiraWebhook.groovy:51)
at java.lang.invoke.MethodHandle.invokeWithArguments(MethodHandle.java:627)
at org.kohsuke.stapler.Function$MethodFunction.invoke(Function.java:396)

Caused: java.lang.reflect.InvocationTargetException

The webhook is expecting a JSON object called name and JIRA is not passing it in the JSON request. It's possible that this 
requires a configuration change in JIRA or JIRA itself has made a breaking change and the plugin will need to be updated.

The JIRA Hook Issue
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Inside of that JSON response, nowhere was there a top level `name` object which is required to properly populate the 
webhook data. Therefore the error is thrown.

Confirming with 
Custom Logs

After enabling the following custom logger we saw the full JSON output looking like this:

2020-01-07 17:13:54.175+0000 [id=14] FINEST java_util_logging_Logger$finest$0#call: {
"timestamp": 1578416675038,
"webhookEvent": "jira:issue_updated",
"issue_event_type_name": "issue_generic",
"user": {

"self": "$URL",
"accountId": "5d81f5c401e2cb0c301fb9ea",
"avatarUrls": {...
},
"displayName": "$USER",
"active": true,
"timeZone": "America/New_York",

.... (continuing from here)

The JIRA Hook Issue



© 2020 All Rights Reserved. 33

● Searching for Known Issues in the Community Tracker

● Searching the for a matching Stacktrace in CloudBees Knowledge Base

● Consulting with Third Party Vendor to resolve the issue

Searching led us to a security announcement: 

The JIRA Hook Issue

https://issues.jenkins-ci.org/secure/Dashboard.jspa
https://support.cloudbees.com/hc/en-us
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● This matches what we are seeing! 

The JIRA Hook Issue
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● Let me show you where I found the code! 

2020-01-07 17:30:53.262+0000 [id=833] WARNING o.e.j.s.h.ContextHandler$Context#log: Error while serving 
https://jenkinscb2.bcbsma.com/jira-trigger-webhook-receiver/
org.codehaus.jettison.json.JSONException: JSONObject["name"] not found.

at org.codehaus.jettison.json.JSONObject.get(JSONObject.java:360)
at org.codehaus.jettison.json.JSONObject.getString(JSONObject.java:487)
at com.atlassian.jira.rest.client.internal.json.JsonParseUtil.parseBasicUser(JsonParseUtil.java:192)
at com.atlassian.jira.rest.client.internal.json.CommentJsonParser.parse(CommentJsonParser.java:37)
at com.atlassian.jira.rest.client.internal.json.CommentJsonParser$parse.call(Unknown Source)
at 

com.ceilfors.jenkins.plugins.jiratrigger.webhook.WebhookCommentEventJsonParser.parse(WebhookCommentEventJsonParser.groovy:40)
at com.ceilfors.jenkins.plugins.jiratrigger.webhook.WebhookCommentEventJsonParser$parse.call(Unknown Source)
at com.ceilfors.jenkins.plugins.jiratrigger.webhook.JiraWebhook.processEvent(JiraWebhook.groovy:71)
at com.ceilfors.jenkins.plugins.jiratrigger.webhook.JiraWebhook$processEvent.callCurrent(Unknown Source)
at com.ceilfors.jenkins.plugins.jiratrigger.webhook.JiraWebhook.doIndex(JiraWebhook.groovy:51)
at java.lang.invoke.MethodHandle.invokeWithArguments(MethodHandle.java:627)
at org.kohsuke.stapler.Function$MethodFunction.invoke(Function.java:396)

Caused: java.lang.reflect.InvocationTargetException

https://github.com/jenkinsci/jira-trigger-plugin/blob/master/src/main/groovy/com/ceilfors/jenkins/plugins/jiratrigger/webhook/WebhookCommentEventJsonParser.groovy#L40

The JIRA Hook Issue

https://github.com/jenkinsci/jira-trigger-plugin/blob/master/src/main/groovy/com/ceilfors/jenkins/plugins/jiratrigger/webhook/WebhookCommentEventJsonParser.groovy
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The JIRA Hook Issue
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● Let me show you where I found the code! 
2020-01-07 17:30:53.262+0000 [id=833] WARNING o.e.j.s.h.ContextHandler$Context#log: Error while serving 
https://jenkinscb2.bcbsma.com/jira-trigger-webhook-receiver/
org.codehaus.jettison.json.JSONException: JSONObject["name"] not found.

at org.codehaus.jettison.json.JSONObject.get(JSONObject.java:360)
at org.codehaus.jettison.json.JSONObject.getString(JSONObject.java:487)
at com.atlassian.jira.rest.client.internal.json.JsonParseUtil.parseBasicUser(JsonParseUtil.java:192)
at com.atlassian.jira.rest.client.internal.json.CommentJsonParser.parse(CommentJsonParser.java:37)
at com.atlassian.jira.rest.client.internal.json.CommentJsonParser$parse.call(Unknown Source)
at 

com.ceilfors.jenkins.plugins.jiratrigger.webhook.WebhookCommentEventJsonParser.parse(WebhookCommentEventJsonParser.groovy:40)
at com.ceilfors.jenkins.plugins.jiratrigger.webhook.WebhookCommentEventJsonParser$parse.call(Unknown Source)
at com.ceilfors.jenkins.plugins.jiratrigger.webhook.JiraWebhook.processEvent(JiraWebhook.groovy:71)
at com.ceilfors.jenkins.plugins.jiratrigger.webhook.JiraWebhook$processEvent.callCurrent(Unknown Source)
at com.ceilfors.jenkins.plugins.jiratrigger.webhook.JiraWebhook.doIndex(JiraWebhook.groovy:51)
at java.lang.invoke.MethodHandle.invokeWithArguments(MethodHandle.java:627)
at org.kohsuke.stapler.Function$MethodFunction.invoke(Function.java:396)

Caused: java.lang.reflect.InvocationTargetException

https://github.com/jenkinsci/jira-trigger-plugin/blob/master/src/main/groovy/com/ceilfors/jenkins/plugins/jiratrigger/webhook/WebhookCommentEventJsonParser.groovy#L40

The JIRA Hook Issue

https://github.com/jenkinsci/jira-trigger-plugin/blob/master/src/main/groovy/com/ceilfors/jenkins/plugins/jiratrigger/webhook/WebhookCommentEventJsonParser.groovy
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The JIRA Hook Issue
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Real World Example #2 “Agents Not Connecting”
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● Common Support issue

● Where do you start diagnosis?

○ Networking

○ Ports

○ Firewalls

○ Proxy Server

○ SSL Certificates

○ Misconfiguration

● Start with the logs

Agent’s Not Connecting Issue
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Data provided to CloudBees Support:

Upon running the following command:

C:\jenkins>java -jar slave.jar -jnlpUrl https://$JENKINS_URL/
computer/$AGENT_NAME/slave-agent.jnlp -secret b4b49e3d93a4d
f2d333908c8fb2e26d18ac31bb890dae2d366fb60d14129d9df

We see the following error:

INFO: Connecting to $JENKINS_URL:59988 (retrying:2)
java.net.ConnectException: Connection timed out: connect

Information provided:
Jenkins Support Bundle provided by the Support Core Plugin

Agent’s Not Connecting Issue 1

https://jenkins-didit-gss.uscis.dhs.gov/
https://wiki.jenkins.io/display/JENKINS/Support+Core+Plugin
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● Error is: “java.net.ConnectException: Connection timed out: connect”

○ Is there any information on the master side.
● Where is it trying to connect to?

○ Can we `curl` or `netcat` the $JENKINS_URL?

○ Can we `curl` or  `netcat` the $JENKINS_URL at port 59988?

● Is the port correct?

INFO: Connecting to $JENKINS_URL:59988 (retrying:2)
java.net.ConnectException: Connection timed out: connect

Agent’s Not Connecting Issue 1

Steps to Debug:
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Based on the error message from netcat/curl we know that the agent can reach the Jenkins URL but not at the port which was 
given(59988). This means either that port needs to be opened or the wrong port is being used.

We then took a  look at the Jenkins bundle we could see from the included Jenkins config file “config.xml”
the item “<AgentPort>$PORT_NUMBER</AgentPort>” was missing. This means it was set to a Random Port which is the 
default Jenkins behavior.  The expected behavior from the customer was that port to be set to 50000 as that is what was open 
on the firewall.

Once that port was set back to 50000, the agent connected with no  issues and the message “INFO: Connecting to 
$JENKINS_URL:50000” came up in the agent logs

Agent’s Not Connecting Issue 1

Resolution:
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Upon running the following command:
C:\$DIRECTORY>java -jar agent.jar -jnlpUrl https://$JENKINS_URL/computer/$AGENT_NAM/slave-agent.jnlp -workDir
"C:\$DIRECTORY"

We see the following error:
Jan 02, 2020 10:50:55 AM org.jenkinsci.remoting.engine.WorkDirManager initializeWorkDir
INFO: Using C:\$DIRECTORY\remoting as a remoting work directory
Both error and output logs will be printed to C:\$DIRECTORY\remoting
Exception in thread "main" java.io.IOException: Failed to validate a server certificate. If you are using a self-signed cer
tificate, you can use the -noCertificateCheck option to bypass this check.
at hudson.remoting.Launcher.parseJnlpArguments(Launcher.java:548)
at hudson.remoting.Launcher.run(Launcher.java:322)
at hudson.remoting.Launcher.main(Launcher.java:283)
Caused by: javax.net.ssl.SSLHandshakeException: sun.security.validator.ValidatorException: PKIX path building failed: sun.s
ecurity.provider.certpath.SunCertPathBuilderException: unable to find valid certification path to requested target
at sun.security.ssl.Alerts.getSSLException(Unknown Source)
...
Caused by: sun.security.validator.ValidatorException: PKIX path building failed: sun.security.provider.certpath.SunCertPath
BuilderException: unable to find valid certification path to requested target
...

As well as Jenkins Support Bundle provided 

by the Support Core Plugin including:

● Plugin Versions
● Jenkins Version

● Master Logs
● Jenkins Configuration files

Agent’s Not Connecting Issue 2

Data provided to CloudBees Support:

https://cbj-master-hostname/computer/EFDS_WIN7_OSJ/slave-agent.jnlp
https://wiki.jenkins.io/display/JENKINS/Support+Core+Plugin
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● “unable to find valid certification path to requested 

target”

○ Is there any information on the master side?

● Where is it trying to connect to?

● How to resolve the certificate error?

○ Start the agent with the “-

noCertificateCheck” option

○ Make sure the certificate is in the correct 

location for Java to find it

Jan 02, 2020 10:50:55 AM 
org.jenkinsci.remoting.engine.WorkDirManager initializeWorkDir
INFO: Using C:\$DIRECTORY\remoting as a remoting work directory
Both error and output logs will be printed to C:\$DIRECTORY\remoting
Exception in thread "main" java.io.IOException: Failed to validate a server 
certificate. If you are using a self-signed cer
tificate, you can use the -noCertificateCheck option to bypass this check.
at hudson.remoting.Launcher.parseJnlpArguments(Launcher.java:548)
at hudson.remoting.Launcher.run(Launcher.java:322)
at hudson.remoting.Launcher.main(Launcher.java:283)
Caused by: javax.net.ssl.SSLHandshakeException: 
sun.security.validator.ValidatorException: PKIX path building failed: sun.s
ecurity.provider.certpath.SunCertPathBuilderException: unable to find 
valid certification path to requested target
at sun.security.ssl.Alerts.getSSLException(Unknown Source)
...
Caused by: sun.security.validator.ValidatorException: PKIX path building 
failed: sun.security.provider.certpath.SunCertPath
BuilderException: unable to find valid certification path to requested 
target
...

Agent’s Not Connecting Issue 2

Steps to Debug:
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Based on the given error message we know the reason the agent would not connect to be caused by a certificate 
issue. To fix this we can either ignore certificate errors or put the certificate in place.

For this particular case because the agent was needed quickly so the error was resolved with the -
noCertificateCheck option. Because builds were able to function immediately, this then gave us time to add the 
self-signed certificate from the Jenkins master to the agent directly. 

To add the certificate, we downloaded the cert to the windows machine and then ran the following command 
“keytool -import -trustcacerts -keystore /$JAVA_HOME/lib/security/cacerts -storepass changeit -noprompt -
alias mycert -file /tmp/examplecert.crt” which imported the downloaded Jenkins certificate into the default 
cacerts file. Once that was added we were able to remove the -noCertificateCheck option and it connected 
successfully as the certificate was now “authorized”

Agent’s Not Connecting Issue 2

Resolution:



Demystifying Debugging 
Through Logging

Additional Reading
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● Matthew Gilliard’s blog: “How to read and understand a Java Stacktrace
● How to Get the Most from Jenkins
● Download Jenkins Health Advisor

Additional Reading and Viewing

https://www.twilio.com/blog/how-to-read-and-understand-a-java-stacktrace
https://www.youtube.com/watch?v=eemz3mpGQEs
https://wiki.jenkins.io/display/JENKINS/Jenkins+Health+Advisor+by+CloudBees


Thanks!

Q&A


