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Abstract

This paper introduces a versatile multi-view inverse ren-
dering framework with near- and far-field light sources.
Tackling the fundamental challenge of inherent ambiguity
in inverse rendering, our framework adopts a lightweight
vet inclusive lighting model for different near- and far-field
lights, thus is able to make use of input images under varied
lighting conditions available during capture. It leverages
observations under each lighting to disentangle the intrin-
sic geometry and material from the external lighting, using
both neural radiance field rendering and physically-based
surface rendering on the 3D implicit fields. After training,
the reconstructed scene is extracted to a textured triangle
mesh for seamless integration into industrial rendering soft-
ware for various applications. Quantitatively and qualita-
tively tested on synthetic and real-world scenes, our method
shows superiority to state-of-the-art multi-view inverse ren-
dering methods in both speed and quality.

1. Introduction

The reconstruction of 3D scenes from multi-view RGB im-
agery has experienced significant advancements following
the development of Neural Radiance Fields (NeRF) [23],
and both the speed and quality of the reconstruction have
reached an unprecedented level [22, 24]. Despite these im-
provements, a common limitation is to represent only the
radiance field, which is a complex product of the external
lighting interacting with the intrinsic geometry and material
of the scene [13]. The entangled nature of this representa-
tion generally hampers the ability to accurately render the
scene under unseen lighting conditions, because the influ-
ence of the original lighting is embedded within the newly
rendered scene. Recent approaches [34, 51, 56] have in-
corporated inverse rendering [27] to separate material prop-
erties and lighting effects, extending the application of the
reconstruction beyond novel view synthesis to novel sce-
narios involving relighting and material editing [2]. Some
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Figure 1. Given multi-view images under possibly varied light-
ing, our method leverages all present lighting conditions to recon-
struct scene geometry and material disentangled with lighting. The
trained fields are extracted to textured meshes for seamless integra-
tion into industrial renderers for various applications.

methods [2, 6, 11, 25, 42] have advanced to the extraction of
detailed triangle meshes with material UV textures, which
can serve as economical and lifelike 3D models for gaming
and cinematography industries [11, 25], thereby marking a
transformative step in digital asset creation.

Inverse rendering presents several fundamental chal-
lenges, one of them being its severe inherent ambigu-
ity [51]. To combat this, multi-view inverse rendering
methodologies usually reduce the ambiguity by imposing
various constraints on each scene component. These meth-
ods can be categorized based on the assumption on the
amount and types of lighting conditions present in the input
images (Tab. 1). The majority of methods [11, 25, 34, 45,
46, 49, 51, 52] assumes the imagery to be captured under
one fixed lighting condition (rows 1, 2). However, in such
scenarios, only one case of scene appearances among all
possible cases under different lighting is observed, causing
severe lighting-material ambiguity, posing considerable
difficulties to material estimation. In a bid to alleviate this
ambiguity, recent techniques [2, 6, 12, 14, 28, 42] utilize in-



Table 1. A summary of multi-view inverse rendering methods based on their assumptions and usages of input lighting conditions.

Methods # of far-field light  # of near-field light ~ Material optimization ~ Lighting-material ambiguity =~ Capture workload
(1) [34, 49,51, 52] Single None .
Only from single Strong Low
(2) NelLF [45] Single 5D incident light field
(3)[2, 12, 14,421 ¢ Multiple None Only from far-field Moderate High
(4) WildLight [6] Single Single Only from near-field Moderate Low
Single Single Weak Low
(5) Ours From near- and far-field
Multiple Single or multiple Almost none High

@ These methods also support input images under single far-field lighting. In that case, they belong to single far-field lighting methods (row 1).

put images under varied lighting to discern materials from
lighting (rows 3, 4). This demands more complex lighting
models. Existing varied-lighting methods [2, 12, 14, 28, 42]
typically model multiple, but only far-field, lighting con-
ditions to maintain manageable unknown lighting parame-
ters. This means throughout the capture, the lighting se-
tups should be largely changed by either moving the ob-
jects to reconstruct or adapting far-field light sources, caus-
ing increased workload to the data collection process. Al-
ternatively, near-field light sources, such as flashlights, can
function as easily controllable light sources for disambigua-
tion. WildLight [6] suggests the use of a camera-collocated
flashlight in addition to the ambient lighting for inverse ren-
dering. Nevertheless, it limits itself by using only the iso-
lated appearance under the flashlight for material estima-
tion, not harnessing available observations under the am-
bient lighting and degrading the quality of its estimated ma-
terial (row 4).

Addressing the challenges and restrictions previously
outlined, this paper introduces VMINer, a Versatile Multi-
view Inverse rendering framework with Near- and far-field
light sources (row 5). The distinctive feature of our frame-
work is that it uses a lightweight yet inclusive lighting
model for different far- and near-field light sources and ef-
ficiently leverages available observations under each light-
ing to disentangle lighting from other components, mak-
ing the most of whatever lighting conditions are at hand
to boost the practicality and quality of the reconstruction,
as shown in Fig. 1. Although our method accepts the sim-
plest setting of inputs under single far-field lighting, a more
effective compromise is to employ an additional flashlight
to enhance quality without overly complicating the capture
process. The ideal scenario for the highest quality recon-
struction would involve capturing the scene under varied
far-field lighting and using a flashlight.

Nonetheless, implementing such a versatile framework
is far from straightforward. The method has to render
the scene under different lighting conditions, including
spatially-varying and changing ones to represent possibly
moving near-field lights. We propose to solve the prob-
lem by modeling near-field lights as point sources in 3D
space with adjustable positions and intensities, which could

be anisotropic and not necessarily camera-aligned (e.g.,
stationary desk lamps). This representation effectively ap-
proximates a broad range of common near-field lights and
is easy for spatially-consistent editing and optimization.
We use 3D implicit fields to model the scenes’ radiance,
shape, and material and minimize the error of the neu-
ral or physically-based re-rendered scene appearance under
each input lighting. To account for multiple lighting situ-
ations and moving near-field lights, we integrate specially
tailored multi-layer perceptrons (MLPs) that additionally
process light directions and embeddings. Post-training, the
fields are converted into a textured triangle mesh, ready
for seamless integration into industrial rendering software
like Blender [1], facilitating a broad spectrum of applica-
tions. Our extensive experiments, covering both synthetic
and real-world scenes, demonstrate that VMINer surpasses
prior methods quantitatively and qualitatively.

2. Related Work

Preliminary. The rendering equation [13] models the re-
flected radiance from any point on a surface as a result of
an intricate surface integral. This integral comprises con-
tributions from three fundamental scene components: light-
ing, material, and geometry. The equation is expressed as:

Lo(x,w,) = /QLi(x,wi) f(x,wi,w,) (wi-n)Tdw;. (1)

lighting material geometry

In this equation, L, (x, w, ) represents the radiance reflected
in the outgoing direction w, from a surface point x in 3D
space. () denotes the unit hemisphere encompassing all in-
cident directions w; with w; - n > 0. L;j(x,w) is the in-
cident radiance at x from direction w;, and f(x,w;i,w,) is
the bidirectional reflectance distribution function (BRDF),
denoting the ratio of light reflected along w, at x from wj.
The term (w;-n) ™, where x+ £ max(z, 0), signifies the co-
sine weakening factor. The incident lighting L;(x, w;) may
originate from other points within the scene, necessitating
recursive evaluation of this integral.

Multi-view Inverse Rendering. Multi-view inverse ren-
dering techniques [2—4, 6, 11, 12, 14, 25, 28, 34, 44-46, 48—
53] generally employ implicit or explicit 3D fields to model
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Figure 2. Bottom-left: VMINer takes as input multi-view RGB images with foreground masks under possibly varied far- and near-field
lighting. The total number of lighting conditions and their types should be given. Each image is illuminated by one far-field lighting whose
index is “far index”, and near-field lights whose on/off states are “near on/off”. Top-left: VMINer models each far-field lighting (far;) and
near-field lighting (near;) separately as parametric models, from which incoming radiance is queried at any position x and direction w.
Bottom-mid: It utilizes 3D implicit representations for scene geometry, material, and radiance. Four MLPs process x and view direction v
encoded by different encoders encgeo,mat,diry With light embeddings F{far’near}i to get the SDF s, the neural appearance descriptor z, the
BRDF parameters 3, and the radiance € far near}, under each lighting. Bottom-right: It then uses radiance field rendering to re-render the
appearance Cit (near tar}, separately under each lighting condition, added up to C,¢ according to the per-image lighting condition. Top-
right: Physically-based surface rendering uses Monte Carlo integration to evaluate both direct illumination Lq{near,far}; With secondary
visibility and indirect illumination Li,d{near,far};- The rendered appearances are aggregated to Cp,. Cyyrf,ppy are compared with the

observation Cy to train the scene model. Cit (near,far}, are also used as additional supervision signals for Cpp, {near,far}; -

the scene’s geometry and material, while also estimating
lighting to recreate the scene’s appearance. They optimize
each scene component from scratch by aligning the ren-
dered with the observed appearance, while avoiding poten-
tial local minima, which, although do not faithfully repre-
sent the scene, can replicate the observed input. Address-
ing this inherently ambiguous nature of inverse rendering,
these methods typically impose constraints on each scene
component. For geometry and material, assumptions of
known geometry [45, 46, 56] are made, along with lever-
aging the recovered shape from radiance fields [6, 12, 51],
adopting Lambertian or uniform materials [28, 49], con-
trolling BRDF parameter smoothness [12], or integrating a
learned BRDF latent space [51]. Regarding lighting, many
approaches presuppose known lighting conditions [34, 50]
or fixed lighting shared across input images [45, 48, 51, 52].
More recent techniques [2, 6, 12, 14, 28, 42] have turned
to using images with varied lighting conditions to mitigate
the lighting-material ambiguity. They typically accept in-
put images that can be grouped into sets, each illuminated
by one distinct and fixed far-field lighting. WildLight [6]
exceptionally employs a camera-collocated flashlight along
with fixed ambient lighting. However, it does not model the
ambient lighting and thus its material property estimation
relies exclusively on flashlight observations, where the light
and view direction always coincide [5], limiting its BRDF

estimation ability. Our VMINer, in contrast, accommodates
input images under single or multiple far-field lighting con-
ditions with near-field light sources and leverages each of
them to enhance the quality of the estimated material.
Lighting Models. Spatially-uniform (SU) lighting mod-
els rely on the assumption that the scene’s lighting orig-
inates from a distant source, modeled as spherical Gaus-
sians (SGs) [2, 12], spherical harmonics (SH) [14, 28],
or MLPs [42]. In contrast, spatially-varying (SV) light-
ing models acknowledge the presence of near-field light
sources, causing different locations to receive different inci-
dent lighting. They include parametric 3D lights [8, 21, 46,
47], outgoing light fields such as volumetric SGs [41] and
neural out-of-view lighting volumes [55], and incident light
fields like SV environment maps [57], SVSGs [20], and
neural incident light fields (NeILF) [45, 48]. Our VMINer
integrates distant lights as SGs and near-field lights as point
lights with adjustable position and intensity. It is less com-
plex compared to other SV lighting models, facilitating spa-
tially consistent editing and optimization, while being able
to approximate common lighting setups in real life.

3. Proposed Method

As illustrated in Fig. 2, VMINer reconstructs the scene
lighting (Sec. 3.1) and 3D fields (Sec. 3.2) from input im-
ages using differentiable rendering (Sec. 3.3). The training



scheme and loss functions are described in Sec. 3.4.

3.1. Versatile Lighting Model

This subsection models the lighting term in Eq. (1) and cor-
responds to the top-left part of Fig. 2.

VMINer harnesses the diversity of lighting conditions
present in the input RGB images to disentangle lighting ef-
fects. The lighting model plays a crucial role here: 1) Since
lighting conditions are unknown initially, they must be op-
timized alongside other scene parameters using physically-
based rendering during training. 2) Different lighting se-
tups, each compatible with the model, are necessary dur-
ing the capture phase to achieve this goal. Given these pre-
requisites, it is essential to design a lighting model that ac-
commodates common far-field and near-field light sources,
while being lightweight enough for efficient and robust op-
timization and physically-based rendering. With these con-
siderations, we propose a versatile lighting model that is
both inclusive and lightweight. This representation models
far-field and near-field lighting separately as below.

Far-field Lighting. In our model, each far-field light-
ing condition i, where i belongs to the set Ny, =
{1,..., Ngor } and Ng,, denotes the number of far-field
lighting, is represented using 128-lobe SGs [38] commonly
adopted in existing far-field lighting techniques [43, 49, 52].
For each lobe j of lighting ¢, there are six parameters: lobe
axis §;; € S2, lobe sharpness \;; € R, and lobe RGB
amplitude p;; € Ri. The incident radiance from far-field
lighting 7 along direction w at any 3D position x is calcu-
lated using the formula (ignoring visibility for now):

128
Lpar, (w) = Y cijpuijet @ s, )
j=1

where ¢;; = \;;/(2m(1—e~2}i7)) acts as the normalization
factor related to roughness. Notably, x does not appear as
an input to Lg,,,, reflecting the nature of distant lighting.

Near-field Lighting. Each near-field lighting ¢, included
in the set Ny, . with Nye,, representing the number of
near-field light sources, is modeled as a point light. These
point lights can have moving positions p; € R? and ex-
hibit anisotropic radiation characterized by I*"-order (I can
be 0, 1, or 2) SH coefficients h; € R3*(+D° Our method
accommodates two types of near-field lighting: camera-
collocated lights, positioned at the camera ray origin for
each image, and stationary lights, which remain fixed across
all images. We observe that in neural radiance field ren-
dering, the radiance under a stationary near-field light, es-
pecially when the light is active in all images, can be chal-
lenging to distinguish from radiance under far-field lighting.
Also, the radiance from these two sources aids in material
estimation in a similar way. Therefore, in practical applica-
tions, we favor using a moving flashlight as the near-field

light to provide unique information for material estimation.
The incident radiance from near-field lighting ¢ at a 3D po-
sition x is computed as (also ignoring visibility for now):

SH(w;hi2) ifw — Pi—X
Luecar, (x,w,p;) = { IPi=xl pi=xla 3)
0 otherwise

where SH(w; h) calculates the SH at direction w with co-
efficients h, and 1/ ||p; — ng signifies the inverse-square
lighting attenuation for point lights. Here we include p; as
an input because it may be set differently across images. It
is important to note that with respect to the incident direc-
tion w, L¢,, 1S a continuous function, while L ¢,, is a dis-
crete function, being non-zero only in a single direction. As
a result, to render appearances under direct lighting, Monte
Carlo integration is essential for far-field lighting, while a
simple multiplication suffices for near-field lighting. Fur-
ther details about this process are provided in Sec. 3.3.

3.2. Geometry, Material, and Radiance Fields

This subsection models the material and geometry terms in
Eq. (1) and corresponds to the bottom-mid part of Fig. 2.
Geometry. Multi-view reconstruction methodologies
generally hinge on two geometry representations: volume
density [2, 12, 23, 51] and the signed distance function
(SDF) [43, 49, 52, 54] fields. We choose the SDF field
for our geometry representation due to its clearly defined
surface at the zero-level isosurface, which simplifies and
enhances the post-training mesh extraction process. Our
approach utilizes implicit fields as MLPs over explicit
structures like voxel grids for their compactness and
flexibility. For each 3D position x, a multi-resolution hash
grid [24] is first employed for positional encoding, yielding
a feature vector encgeo(x) € R'®. The geometry MLP
Mo then predicts the SDF value at x:

5(x), 2(x) = Mgeo (X, €NCge0 (X)), 4)

where s € R represents the signed distance (positive outside
the surface, negative inside), and z € R3isa descriptor of
local appearance. To maintain differentiability in rendering
and to aid in geometry optimization, during training we ap-
ply NeuS [39] techniques to transform SDF values along
rays into volume densities. The surface normal n € S? is
derived as the gradient of the SDF s with respect to x:

_ 0Os s
=52/ o),
Mg, only approximates a strict SDF field that has H % H2 =
1, so we normalize n to ensure it is a unit vector.
Material. For accurate scene material recovery using
physically-based re-rendering, it is imperative to model the
material in such a way that the renderer can query the BRDF

at any point on the surface. Considering that material prop-
erties are independent of lighting and view directions, we

®)




represent the scene’s material through an implicit 3D field,
much like the SDF field utilized for geometry. To achieve
this, we employ another multi-resolution hash grid ency,at
for positional encoding. We adopt the simplified GGX
BRDF model [37] with a fixed fresnel parameter to help al-
leviate ambiguity. The material MLP, M,,, ¢, is tasked with
predicting the SVBRDF parameters 3(x):

ﬁ(X) = Minas (X7 Z, 1N, €NCmat (X)) (6)

Radiance. Although our method does not strictly require
a radiance field for rendering scene appearance — given
that appearance could be rendered solely using physically-
based surface rendering (PBR) — we find that incorporating
a radiance field at the start of training significantly eases
the optimization of scene geometry and appearance. PBR,
while physically accurate, tends to introduce instability and
slow down the training process due to its inherent ambi-
guity and computational intensity. Moreover, the radiance
field-rendered results can serve as supplementary supervi-
sion, aiding PBR in better separating scene appearance un-
der each lighting condition and thus further diminishing
lighting-material ambiguity. Hence, we deploy radiance
MLPs to predict view-dependent and lighting-dependent ra-
diance at each position. For each lighting condition , a light
embedding F{far,near}i € R0 is utilized. The view direc-
tion v € S? is processed through directional encoding that
projects it onto the coefficients of the 3"d-order SH basis,
yielding encgi(v) € RY*=16 [24]. The far-field radiance
MLP Mg, computes the outgoing radiance cg,,, from posi-
tion x along view direction v under far-field lighting ¢:

Cfar; (X7 V) = Mfar (X7 Z, 1, encyir (V)7 Ffari)v (7)

where we incorporate the surface normal n as an additional
MLP input, following Instant-NSR [54] and WildLight [6],
as this has shown to aid shape recovery.

The near-field radiance MLP differs slightly, as near-
field lighting can move in different images, thus the cur-
rent light position p; is a necessary input. Additionally,
the radiance under near-field point light takes the form of
the rendering equation Eq. (1) without the integral, allow-
ing the incoming radiance and cosine term to be explicitly
included. We follow ReNe [35] to input the relative direc-
tion of the point light w; = ﬁ instead of the absolute
position p; into the MLP. Therefore, the outgoing neural
radiance cpear; under near-field lighting 7 is calculated as:

Cneari (X, v, pz) = Mnear (X, Z, 1, €NcCdir (V), Fneari ) wz)
Lneari (X; ‘-‘;z) 7 (8)
Ipi —x|I5

where ® denotes element-wise multiplication. On the right
side, the second term denotes the incident radiance attenu-
ated by square distance, the third term denotes the cosine
weakening factor, and M, accounts for other factors like

(wi -m)*

reflectance and visibility. Owing to the instability of these
terms at the training’s outset, we use an annealing strategy,
as recommended in prior works [54], gradually replacing
default values (e.g., 1 for incident radiance) with those op-
timized during training, to ease through the process.

3.3. Differentiable Rendering

To simplify the notation, we omit p; and the lighting in-
dex ¢ in the equations within this subsection. Our approach
optimizes the lighting alongside the implicit fields primar-
ily by reducing the discrepancy between the observed and
differentiably re-rendered appearances. The re-rendering is
accomplished using two types of renderer: a neural radiance
field renderer (Fig. 2 bottom-right) and a physically-based
surface renderer (Fig. 2 top-right; Eq. (1)). We handle each
lighting condition separately in rendering, and then aggre-
gate the results based on per-image lighting condition.
Volume Rendering for SDF Field. Consider a camera
ray r(t) = o+ td (¢ > 0), with o € R? as its origin and
d € S? as its direction. We incorporate importance sam-
pling using an occupancy grid [18] to get N < 1024 points
along this ray, denoted as r(¢;),7 € Ny. Utilizing tech-
niques from NeuS [39], we transform the signed distances
s(r(t;)) into discrete opacity values as follows:

(‘Pb(S(r(ti))) - (I)b(s(r(ti+1)))>+ ©)
Dy (s(r(ti))) ’

where @3 (s) = 1/(1 + e~%*) is the cumulative opacity dis-
tribution function. The parameter b is trainable and tends
to increase during training, focusing opacity more narrowly
around the surface where s = 0. The accumulated transmit-
tance is then calculated as T; = H;;ll (1—ay).

Neural Radiance Field Rendering. The color C,¢ of a
camera ray under either far- or near-field lighting condi-
tions, as rendered through the neural radiance field, is de-
termined by accumulating the radiance along the ray’s path:

3

N
Crf,{far,ncar} (07 d) = Z T‘iaic{far,ncar} (I‘(ti), _d) (10)

i=1
This formula sums the radiance from each sampled point to
yield the color of the ray under the specified lighting.
Physically-based Rendering. Our method employs dif-
ferentiable surface rendering, modeling the observed radi-
ance as reflected from a single surface point. We com-
pute the depth ¢ of this surface point similarly to Eq. (10):
t = vazl T;a;t;. Accumulation along the ray also ap-
plies to the BRDF parameters 3 and the surface normal
n. For each input lighting, we render the appearance that
models secondary visibility and indirect illumination. The
rendering method under direct illumination differs for far-
and near-field lighting. For direct far-field lighting Lgsay,
we employ Monte Carlo integration to evaluate the render-
ing equation (Eq. (1)) as the incident light comes from all



directions:
Cpb,dfar(oa d) = Lo(r(t), _d)

1o Lagar(r(t), wo) F(x(1), ws, —d) (ws - m)* (1)
- S Sz:; p(ws) 7

where S is the number of sampled directions, wy a sam-
pled incident direction, and p(w;) the probability density
function (PDF) for the sampled direction. We use multi-
ple importance sampling [36] to combine evaluations from
different strategies: BRDF importance sampling [15], SG
lighting importance sampling [43], and cosine importance
sampling. we follow differentiable rendering works [19] to
use a small S = 20, as stochastic gradient descent handles
noisy gradients. The incident radiance, now taking the visi-
bility of light sources into account, is given by:

Lagar (r(t), ws) = Lear(ws) V(r(t),ws),  (12)

with V (r(t),ws) € [0,1] representing visibility, or the in-
verse of the accumulated opacity along a secondary ray
rsee(t') = r(t) + t'ws, (' > 0), computed in a manner
akin to Eq. (10). For direct near-field lighting Lgnear, the
integral in Eq. (1) simplifies to a multiplication, as the light
originates from a single direction:

Cob.anear(0,d) = Lanear (v(£), ) f(r(t),w, —d) (w - 0) ",

(13)
where w = (p — r(t))/ ||p — r(t)||, is the direction of in-
cident light, and Lqpear(r(t), w) is the potentially occluded
incident radiance, computed similarly to Eq. (12).

Indirect illumination L;,q4, relevant to both far-field and
near-field lighting, considers radiance reflected from the
scene itself, potentially from all directions, thus neces-
sitating Monte Carlo integration. The neural radiance
field C,¢ substitutes multi-bounce path tracing for indi-
rect illumination, given its encapsulation of the scene
radiance under infinite lighting bounces. The radiance
Cpb7ind{far7near} from indirect illumination is evaluated
similarly to Eq. (12), but with the Lg¢,, replaced by the in-
direct lighting Ling{far,near}:

Lirld*(r<t)7ws) = Cx (X/’ _ws)(l - V(I‘(t), ws))’ (14)

where x’ is the intersection of the secondary ray rgec(t’)
with the scene geometry. The radiance from indirect illu-
mination is also computed for each lighting condition sep-
arately, then combined with direct illumination to yield the
complete PBR radiance for the camera ray under a specific
lighting condition:

Cpb,{far,near} = Cpb,d{far,near} + Cpb,ind{far,near}- (15)

3.4. Training

Training Schemes. Our training process is divided into
two sequential stages. In the first stage, the focus is on
training the geometry and radiance field without employ-

ing PBR. The objectives are: 1) to recover the scene’s ge-
ometry, 2) to distinguish the appearance under each light-
ing condition, a necessity due to the potential presence of
multiple light sources in one image, and 3) to utilize the re-
constructed radiance field for indirect illumination. In the
second stage, we train the material field and scene lighting
using PBR, aiming to estimate material properties.

Loss Functions. We average the loss functions across
batches of camera rays. During the first stage, our loss func-
tion compares the total re-rendered radiance under all light-
ing conditions present in an image — including a far-field
light ¢ and any active near-field lights — with the ground-
truth (GT) color C, from the input observation. This com-
parison trains the geometry and radiance field:

Erf = HCrf,far,, + Z Crf,ncar, - Cgt”g (16)

near % is on

The Eikonal loss [10] is applied to the gradients of the SDF
values s for geometric regularization:

A silhouette loss using GT alpha o from the foreground
mask and a normal smoothness loss [51] aid shape recovery:

Lot = (1= Tns1) — age)’. (18)

2
- 1) )
2

N
Lo = 3" Ty (n(e(t;) ~ nie(t;) +€)*,  (19)

where € € R? is a small random perturbation. The total loss
for stage one is ACrf + )\eikﬁeik + Asil‘Csil + )\nsﬁns’ with
. representing the loss weights. In stage two, PBR colors
replace radiance field-rendered colors for comparison with
C,t, and a novel self-consistency loss is introduced between
neural and PBR radiance under each lighting for additional
supervision. The direct supervision loss Ly, mirrors Ly,
with Crf,{far,near}, replaced b}’ Cpb,{far,near}i' The per-

lighting self-consistency loss L., is defined as:
Nfar,neary

£con = Z

=1

2
5 - (20)

HCrf,{far,near}z - Cpb,{far,near},’

This loss is crucial for discerning contributions from
each lighting in images with multiple active light sources,
thereby reducing ambiguity and improving material estima-
tion. A material smoothness loss £, is used similar to £,.
The total loss for stage two is Lpb 4+ AconLeon + AmsLms-

Our model is trained on an NVIDIA RTX 3090 GPU for
a total of 40,000 steps. The first 30,000 steps of stage one
take about 20 minutes, while the subsequent 10,000 steps
of stage two require about 40 minutes. Post-training, we
follow a procedure similar to WildLight [6] to extract the
fields into textured meshes, which can be easily integrated
into industry-standard rendering software like Blender [1],



Table 2. Quantitative comparison results with state-of-the-art methods averaged on 6 synthetic scenes. We show results of surface normal,
diffuse albedo, view synthesis RGB, free-viewpoint (FV) relit RGB, the specular reflection part of FV relit RGB, and training time on a
single RTX 3090 GPU. We mark the best and the second best results in each column. 1 (].) means bigger (smaller) is better.

Input lighting Normal Albedo View synthesis FV relit FV relit (spec) .
Method Time
conditions MAngE| PSNRT SSIMT PSNRtT SSIMT PSNRT SSIM?T PSNRT SSIMfT
(1) TensoIR [12] 17.66 2648 0921 2948 0912 28.18 0901 2830 0.861 300 mins
(2) NVDiffRecMC [11]  Single far-field 1624 2652 0915 27.13 0913 26.61 0901 2557 0.836 150 mins
(3) Ours 1239 2450 0.882 2820 0.934 2746 0921 2756 0871 45 mins
(4) WildLight [6] Single far-field + 11.49 2886 0.940 29.87 0929 3044 0930 27.71 0.863 1440 mins
(5) Ours Flashlight 10.89  31.62 0.953 32.09 0.953 32.00 0.953 30.75 0.906 60 mins
(6) TensoIR [12] Two far-field 1624  27.18 0929 29.68 0912 28.66 0902 2846 0.863 300 mins
(7) Ours 1170~ 26.07 0902 2959 0942 2927 0934 29.09 0890 45 mins
(8) Ours Two far + Single near  10.79  32.04 0.957 32.10 0.950 3238 0.954 3140 0910 60 mins

enabling fast and high-quality rendering suitable for various
applications. Check the supplement for more details.

4. Experiments

Our experiments involve a comprehensive comparison
with state-of-the-art methods (Sec. 4.2), ablation stud-
ies (Sec. 4.3), and evaluations on both synthetic datasets
(Sec. 4.1) and real-world images (Sec. 4.4). The supplement
shows further data creation details and more experiments.

4.1. Synthetic Datasets

We collect 6 synthetic scenes comprising a variety of scene
geometries and materials. For training, each scene is ren-
dered under four distinct lighting setups: 1) single far-field
light, 2) single far-field light with a camera-collocated flash-
light, 3) two far-field lights, and 4) two far-field lights with
a near-field light source. We render 100 training images
per setting using random viewpoints and per-image light-
ing conditions. The far-field lighting from the first setting is
used in subsequent settings, with the last two sharing their
far-field lighting. For testing, 200 images under one com-
mon far-field lighting are rendered to assess novel view syn-
thesis under seen lighting, and another 200 under unseen
far-field lighting to evaluate free-viewpoint (FV) relighting,
which largely depends on the geometry and material esti-
mation quality. This methodology provides a relatively fair
comparison across methods with different abilities regard-
ing supported input lighting conditions, trained under simi-
lar conditions and tested all using the same sets.

4.2. Comparison with State-of-the-art Methods

We compare our method with leading multi-view inverse
rendering methods under each input lighting scenario. For
single far-field lighting inputs (Tab. 1 row 1), we compare
with NVDiffRecMC [11] and TensoIR [12] (single-lighting
input). For multiple far-field lighting scenarios (Tab. 1 row
3), we compare with TensolR [12]. For setups involving a
far-field light and a flashlight (Tab. 1 row 4), we compare

with WildLight [6]. We use Blender [1] for high-quality
relit results for our method, WildLight [6], and NVD-
iffRecMC [11], importing trained SDF and material fields
as textured meshes. Since TensolR [12] employs density-
based geometry and cannot extract high-quality meshes, we
utilize its differentiable renderer for relighting.

Our quantitative comparison employs mean angular er-
ror (MAngE), peak signal-to-noise ratio (PSNR), and struc-
tural similarity (SSIM) [40] metrics for surface normal, dif-
fuse albedo, view synthesis RGB, free-viewpoint (FV) relit
RGB, and specular reflection of FV relit RGB. We follow
NeRFactor [51] in assuming albedo and lighting brightness
as scale-invariant, necessitating metric comparisons using
corresponding scales. For visualization and metrics, we
scale each RGB channel of albedo and relit images from all
methods by a global scale to minimize mean squared error
against ground truth.

The quantitative results are detailed in Tab. 2. We ob-
serve that when only input images under single far-field
lighting are available (rows 1-3), our method gives com-
parable results as TensolR [12] and NVDiffRecMC [11].
Adding a flashlight (rows 4, 5) significantly helps in geom-
etry and material estimation (comparing rows 3, 5), where
the greatest improvement is made regarding the diffuse
albedo. Also, our method clearly surpasses WildLight [6]
in both quality and speed in this setting. Leveraging another
far-field lighting condition (rows 6, 7) brings similar effects
as using a flashlight, but generally with a lower degree of
improvement. Further adding a flashlight (row 8) gives the
best results among all settings and methods, but the gain is
marginal compared to the setting of single far-field lighting
with a flashlight (comparing rows 35, 8).

Fig. 3 shows the qualitative comparison on two synthetic
scenes: LEGO (left) with detailed geometry, and TROOPER
(right) with highly-reflective SV materials. The results
show that our method predicts more detailed and faithful
shape, diffuse albedo, and specular parameters that could
produce accurate and realistic relit results under unseen
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Figure 3. Comparison with state-of-the-art methods. We test NVDiffRecMC [11] (single far-field lighting in input), TensoIR [12] (two
far-field lighting in input), and WildLight [6] and our method (single far-field lighting with a flashlight in input) on two synthetic scenes.
The intensity of the specular reflection is multiplied by 3x for the visualization purpose. Please zoom in for details.

Table 3. Ablation study on our method using inputs under single
far-field lighting with a flashlight.

Normal Albedo  FV Relit  Relit (spec)
Model
MAngE| PSNRT  PSNRt PSNR1
(1) w/o Lcon 8.452 27.70 29.85 29.08
(2) Mod. chear 8.572 27.79 30.03 28.87
(3) w/o encmat 8.263 27.79 30.07 28.92
(4) Full model 8.298 28.05 30.19 29.36

lighting. In contrast, WildLight [6] tends to overly smooth
geometry and material. TensoIR [12] can not handle highly-
reflective surfaces, and lighting is baked into its predicted
diffuse albedo for TROOPER.

4.3. Ablation Studies

In Tab. 3, we quantitatively evaluate ablation models on a
subset of our synthetic scenes: 1) the model excluding the
self-consistency loss L¢on, 2) the model where the output of
the near-field radiance MLP is not explicitly multiplied by
the cosine weakening factor and incident radiance (Eq. (8)),
3) the model with encmag(x) replaced by encgeo(x). The
results show that all the above techniques enhance the ge-
ometry and materials estimated by our method.

4.4. Real-world Results

Fig. 4 shows the results of our method on two real-world
scenes captured under single far-field lighting and a flash-
light. Our method faithfully recovers the geometry and ma-
terial of the objects and produces realistic relit results.

5. Conclusion

We introduce a versatile multi-view inverse rendering
framework, distinguished by its ability to leverage input im-

. Normal

Flgure 4. The results of our method on two real-world scenes, us-
ing multi-view images under one ambient lighting and a flashlight.
The specular reflection intensity is increased for visualization.

ages under varied far- and near-field light sources available
in capture for better geometry and material estimation.
Limitations. VMINer does not model the background, ne-
cessitating a foreground mask for each image. It also does
not consider unknown tone-mapping curves applied dur-
ing the image signal processing (ISP) stage, using a fixed
curve with v = 2.2 to the computed linear radiance. It
depends on distinguishing the contribution from each light-
ing, which implies that, for optimal results, near-field light
sources should be switched on/off during capture.
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VMINer: Versatile Multi-view Inverse Rendering
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In this supplementary material, we provide the imple-
mentation details of VMINer (Sec. 6), the creation details of
synthetic and real-world data (Sec. 7), and more qualitative
and quantitative results (Sec. 8). The supplementary video
(will be published later on the project website) shows addi-
tional qualitative comparison results against prior methods.

All the cross-reference numbers (including figures, equa-
tions, and references) correspond to the main paper.

6. Implementation Details
6.1. Network Architecture

VMINer has 6 trainable modules: 4 MLPs including Mo,
Muats Mtar, and Myear, and 2 multi-resolution hash grid
encoding including encge, and encpa¢.

The SDF MLP Mg, contains 1 hidden layer with 64
neurons with SoftPlus(z) = log(1 + e”) as the activation
function. We apply weight normalization reparameteriza-
tion [29] and initialize it so that its output approximates the
SDF field of a sphere.

The material MLP M, ., the far-field radiance MLP
Mz¢,r, and the near-field radiance MLP M,,,, all share the
same network architecture: the fully-fused MLP from [24]
containing 2 hidden layers with 64 neurons each, using
ReLU [26] as in-network activation functions and sigmoid
as output activation functions.

For the multi-resolutional hash grid encoding encge, and
€NCmat, WE set the number of levels L = 16, the hash table
size T = 219, the coarsest resolution Np;, = 16, and the
finest resolution Ny, = 2048.

6.2. Training Scheduling

In addition to the above trainable modules, other trainable
parameters include the surface concentration parameter b,
the light embedding F (f,; near},, the far-field lighting pa-
rameters &;;, \;j, and p;;, and the near-field lighting pa-
rameters p; (trainable if near; is not collocated with cam-
era) and h;.

The base learning rate of the light embedding
F{far near}, and the parameters of encgeo, Mgeo, Myar, and

# Corresponding author. E-mail: shiboxin@pku.edu.cn.
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Mpear, are set to 1072. The base learning rate of pa-
rameters of encpyae and M. is set to 3 - 1072, The
base learning rate of lighting parameters &;;, Aij, Mij,
pi, h; is set to 2 - 1072, The base learning rate of b is
set to 107*. We incorporate a linear warm-up stage at
the start of training, then exponentially decay the learning
rate to 0.1x eventually. The geometry and radiance fields
(Mgeoa Mear, Myear; €NCgeo, ba F{far,near}i) are frozen dur-
ing the material optimization stage.

6.3. Loss Function Weights

VMINer is trained using 6 loss terms: the direct supervision
losses L, and L, the Eikonal loss L.y, the silhouette loss
L1, the self-consistency loss Lcon, and the smoothness loss
Lsmo- The loss terms are divided into two groups and are
used separately in two stages: Lgiage1 = Lot + AeikLeik +
)\sil‘csil + )\nsﬁns and £stag62 = ‘Cpb + )\con‘ccon + )\msﬁm&
We typically set Aejic = 2 - 1074, Ay = 1073, Ay = 1073,
Acon = 0.1, and \,s = 1073,

6.4. BRDF Model

We use a simplified GGX Microfacet BRDF [37] as our
BRDF model when reconstructing the scenes. We presume
the reflection to be isotropic and fix the parameters before-
hand other than the diffuse albedo € [0, 1] and the specular
roughness € [0, 1]. As a consequence, the BRDF parame-
ter 3 predicted by the material MLP belongs to the space
[0, 1]4.

6.5. Tone Mapping

Due to the requirement of physically-based rendering, our
reconstruction pipeline operates in linear color space. Con-
sidering that the gamma-corrected SRGB space is usually
used in the input images and is closer to human perception,
we apply a fixed gamma correction with v = 2.2 to the out-
put linear radiance prior to visualization or the computation
of losses and error metrics.

6.6. Mesh Extraction

Post-training, we follow a procedure similar to Wild-
Light [6] to process the SDF and BRDF fields into textured



meshes. The zero-level isosurface is extracted using the
marching cubes algorithm [17], simplified [9], and stored
as a triangle mesh. We then use UV unwrapping [16] to
generate UV coordinates for each 3D vertex. We rasterize
the 3D meshes onto the 2D texture atlas that store the 3D
positions on the mesh surfaces for each pixel in the atlas.
Normal and material texture maps are generated by query-
ing the geometry and material fields at the specified 3D lo-
cations for each pixel. The resulting textured mesh can be
easily integrated into industry-standard rendering software
like Blender [1], facilitating fast and high-quality rendering
suitable for a variety of applications.

7. Data Creation Details
7.1. Synthetic Data

We collect 6 textured meshes: BARRELSOFA, HANDBAG,
HoOTDOG, LEGO, SHOES, and TROOPER, manifesting a va-
riety of geometries and materials. We render the scenes in
Blender under 4 different setups of lighting conditions, as
described in Sec. 4.1 in the main paper. We show two ex-
ample training images of each scene in the first column in
Tab. 4 of this document.

7.2. Real-world Data

VMINer assumes the tone mapping curves of input images
to be a gamma correction with v = 2.2, i.e., it assumes lin-
ear images can be obtained by applying an inverse gamma
correction. This assumption is also explicitly or implicitly
made in various inverse rendering methods, including Ten-
solR [12] and WildLight [6]. Thus, we have to control the
tone mapping curve of the input images. We follow Wild-
Light [6] and use an iPhone 12 Pro as a hand-held cam-
era and the “ProCam” app to take raw images with a linear
camera response. We fix the white balance, focal length,
exposure time, and ISO for all images. For each lighting
combination of far lights and near lights, we keep an ap-
proximately constant distance of 0.5 meters from the object
and move the camera in a spiral pattern around the objects.
We take about 120 images per object, where half of them
are taken with the LED light on the iPhone turned on.

We register the camera poses using COLMAP [32, 33]
with HLoc [30, 31] for feature extraction and matching. On
images lit by different environments, however, image fea-
tures from backgrounds may have no relevance with fea-
tures from other backgrounds for COLMAP to work on. To
perform camera registration in such case, one can follow
NeRD [2] in relying only on the features of the object itself
(if they are rich enough) to guide COLMAP. We instead
stick the object to a board covered with ARTag [7] for a
fallback when COLMAP fails.

After obtaining the captured raw images of the object,
we use a custom image signal processor (ISP) to process the
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raw image by, e.g., demosaicking, white balancing, trans-
forming color space, and most importantly, applying a tone
mapping with v = 2.2 to let the processed images satisfy
our assumption of availability of linear input images. We
crop the images to 1200 x 1200 and manually mark the fore-
ground region of each image to get RGBA images.

8. More Results
8.1. More Quantitative Comparison

We show quantitative results on each scene in Tab. 4 of this
document. We observe that although our method does not
beat rival methods on some scenes with smooth geometry
and materials (e.g., HANDBAG), it generally outperforms
prior methods with the same input lighting conditions by a
considerable margin.

8.2. More Qualitative Comparison

For the 6 synthetic scenes, we compare our method (one far-
field lighting with flashlight) with prior methods, including
WildLight [6] (one far-field lighting with flashlight), Ten-
soIR [12] (two far-field lighting), and NVDiffRecMC [11]
(one far-field lighting). For the 2 real scenes, GUANYU
and DEBUGUNDAM, we compare our method (one far-
field lighting with flashlight) with prior methods, including
WildLight [6] (one far-field lighting with flashlight), Ten-
soIR [12] (one far-field lighting), and NVDiffRecMC [11]
(one far-field lighting). The results under one viewpoint are
shown in Fig. 7, Fig. 8, Fig. 9, and Fig. 10 of this document.

It can be observed that our method typically reconstructs
more detailed and faithful shapes and materials, including
both diffuse albedo and specular reflection parameters. For
example, our method succeeds in reconstructing the com-
plicated shape of LEGO, whereas WildLight [6] fails to re-
cover the geometrical details and TensolR [12] produces the
wrong surface normal of the continuous tracks of the bull-
dozer. In BARRELSOFA, our method satisfactorily repro-
duces the text and graphics on the cap of the barrel while
WildLight [6] and TensolIR [12] can only produce blurry
results. Our method also reconstructs the spatially-varying
material parameters that can correctly reproduce highlights
with varied sharpness on different parts of the scene (e.g.,
the metal and the leather in BARRELSOFA, the plate and
the hotdog in HOTDOG, the clay and the polished porce-
lain surface in GUANYU, and the rough and smooth PVC
in DEBUGUNDAM).

However, on some scenes with spatially-uniform materi-
als (e.g., HANDBAG and the plate of HOTDOG), our method
do not outperform WildLight [6]. The strong cast shadow
in HANDBAG and inter-reflection in HOTDOG somewhat re-
main in the result of our method. However, it is known that
in reconstruction-based inverse rendering methods (includ-
ing ours), hard cast shadows can undesirably alter the ma-



Table 4. Quantitative comparison results with state-of-the-art methods on each of the 6 synthetic scenes. Notations of input lighting
conditions: “1F” means single far-field lighting, “1FIN” means single far-field lighting with single near-field lighting, “2F” means two
far-field lighting, and “2F1N” means two far-field lighting with single near-field lighting. On the first column, for each scene we show two
example training images, the upper one under the far-field lighting in “1F” and the lower one under another far-field lighting in “2F”. We
show results of surface normal, diffuse albedo, view synthesis RGB, free-viewpoint (FV) relit RGB, the specular reflection part of FV relit
RGB. We mark the best and the second best results in each column. 1 (J) means bigger (smaller) is better.

. L Normal Albedo View synthesis FV relit FV relit (spec)
Scene Method (input lighting)
MAngE| PSNRt SSIM?T LPIPS] PSNR?T SSIMt LPIPS| PSNRtT SSIMt LPIPS| PSNRT SSIMfT LPIPS|

BARRELSOFA (1) TensoIR [12] (1F) 8.469 25554 0.892 0.183 29.824 0.898 0.224 27.888 0.873 0226 26.724 0.813 0.218
(2) NVDiffRecMC [11] (1F) 12.141 22.231 0.867 0.140 24990 0911 0.125 24513 0871 0.148 24.832 0.796 0.203

(3) Ours (1F) 10.751  26.055 0.876 0.142 30.151 0943 0.112 27.087 0.905 0.140 25914 0.834 0.188

(4) WildLight [6] (IFIN) 6.905 24749 0.884 0.171 26.578 0917 0.128 26.660 0.903 0.135 26.847 0.844 0.160

(5) Ours (1F1N) 6.525 31.683 0.945 0.092 32321 0.956 0.085 31.186 0.946 0.097 28.972 0.881 0.159

(6) TensoIR [12] (2F) 9.528 25.851 0.892 0.187 28.886 0.892 0.228 28.290 0.877 0.222 26.883 0.822 0.208

(7) Ours (2F) 8.261 26435 0.876 0.131 29.361 0.941 0.110 27975 0920 0.122 27.085 0.852 0.171

(8) Ours (2F1IN) 6.701  32.378 0948 0.085 31.745 0955 0.082 31.172 0.948 0.090 28.575 0.866 0.156

HANDBAG (1) TensoIR [12] (1F) 18.277 25.258 0.920 0.069 28.652 0917 0.110 30.220 0.922 0.116 30.098 0.900 0.134
(2) NVDiffRecMC [11] (1F) 12.949 27473 0921 0.126 26993 0912 0.130 30.037 0.937 0.108 28.537 0.890 0.125

(3) Ours (1F) 6.771 22460 0.892 0.149 26.348 0.937 0.074 28.529 0.932 0.092 31.134 0920 0.120

(4) WildLight [6] (IFIN) 5978 33.687 0981 0.025 32.338 0.946 0.108 37.125 0.972 0.075 35.255 0.945 0.098

(5) Ours (1FIN) 6.097 31.855 0.950 0.087 33.014 0.946 0.107 35885 0.967 0.084 32.361 0931 0.115

(6) TensolIR [12] (2F) 17.261  27.250 0.928 0.068 28.682 0915 0.104 31304 0.927 0.112 30.828 0910 0.128

(7) Ours (2F) 6.482 22342 0.887 0.152 25.651 0930 0.086 28.180 0.937 0.090 31.335 0923 0.118

(8) Ours (2F1N) 6.067 32.760 0.954 0.088 33.259 0.943 0.110 36.795 0.968 0.083 34.329 0.945 0.109

HOTDOG (1) TensolIR [12] (1F) 14951 23341 0933 0.120 26916 0.874 0.177 24734 0.879 0.177 23506 0.799 0.194
X (2) NVDiffRecMC [11] (1F) 13.397 23.880 0.944 0.111 21.504 0.869 0.157 20.325 0.874 0.166 23291 0.794 0.204
(3) Ours (1F) 11273 19.732 0.857 0.171 23.533 0913 0.108 22493 0.891 0.134 22483 0.818 0.161

(4) WildLight [6] (IFIN) 10.254  24.238 0.952 0.076 29.563 0936 0.087 30.163 0.939 0.080 20.070 0.794 0.154

(5) Ours (1F1N) 10.072 24.422 0.940 0.112 29.733 0949 0.080 29.186 0.937 0.090 29.745 0.905 0.123

(6) TensolIR [12] (2F) 11.197  24.103 0.949 0.094 27.544 0878 0.177 24912 0.892 0.167 25.020 0.817 0.197

(7) Ours (2F) 10.541 22501 0913 0.130 26988 0928 0.104 27.332 0920 0.107 25.838 0.864 0.149

(8) Ours (2F1N) 9.326 24926 0.954 0.094 30.520 0.944 0.085 30.449 0.942 0.085 30.557 0913 0.112

(1) TensolIR [12] (1F) 20.195 27988 0.937 0.089 29982 0918 0.090 32.029 0915 0.093 33.296 0.835 0.156

(2) NVDiffRecMC [11] (1F) 27.239 25.729 0.889 0.146 30.724 0916 0.104 32438 0919 0.103 25751 0.825 0.177

(3) Ours (1F) 18.952 24875 0.830 0.178 28.778 0.906 0.081 31.058 0.912 0.082 31.607 0.840 0.152

(4) WildLight [6] (IFIN) 23.565 23.870 0909 0.129 26441 0.861 0.135 29.035 0.882 0.123 24.604 0.744 0.175

(5) Ours (1F1N) 18.076  30.801 0.941 0.109 30.834 0.929 0.076 33.366 0.940 0.074 34.096 0.856 0.146

(6) TensoIR [12] (2F) 19.691 28.434 0947 0.083 29.659 0915 0.092 32.039 0920 0.089 32.187 0.822 0.164

(7) Ours (2F) 17.878 26.576 0.861 0.165 29.258 0913 0.079 31.718 0.928 0.074 32.135 0.859 0.155

(8) Ours (2F1IN) 17.287 31201 0.945 0.101 31.150 0.927 0.075 33.889 0.943 0.068 34.966 0.873 0.139

(1) TensolIR [12] (1F) 22918 24.067 0.881 0.150 28876 0915 0.111 23.329 0.875 0.117 26.199 0.893 0.126

(2) NVDiffRecMC [11] (1F) 19.268 24.577 0.902 0.119 25.027 0900 0.125 20.591 0.845 0.169 22.772 0.842 0.155

(3) Ours (1F) 17.267 20.508 0.894 0.075 25.133 0.934 0.061 21428 0.920 0.079 23.130 0.877 0.119

(4) WildLight [6] (IFIN) 13.843 29.927 0932 0.116 29928 0.937 0.095 25440 0912 0.I111 25.655 0903 0.102

(5) Ours (1FIN) 16.786 31.241 0.965 0.052 29.494 0.959 0.050 26.118 0949 0.057 27.249 0.914 0.089

(6) TensolIR [12] (2F) 22.102 24923 0.898 0.128 30.165 0924 0.105 23.816 0.858 0.116 24939 0.886 0.112

(7) Ours (2F) 17.182  25.004 0.926 0.061 30.857 0964 0.052 26.142 0.935 0.068 26.838 0.909 0.095

(8) Ours (2F1N) 17.006 31.815 0.967 0.051 29.245 0.958 0.048 25936 0.949 0.055 27.578 0915 0.098

TROOPER (1) TensolIR [12] (1F) 21.151 32,665 0.961 0.062 32.632 0953 0.111 30.876 0.942 0.115 29.969 0928 0.102
(2) NVDiffRecMC [11] (1F) 12.418 35.243 0.968 0.041 33511 0.970 0.060 31.732 0960 0.073 28219 0.869 0.119

(3) Ours (1F) 9.321 33363 0941 0.085 35241 0972 0.058 34.184 0.962 0.068 31.108 0.935 0.087

(4) WildLight [6] (IF1N) 8.367 36.658 0.979 0.030 34.386 0974 0.042 34205 0.974 0.047 33.834 0.946 0.060

(5) Ours (1F1N) 7.755 39.743 0978 0.041 37.113 0.979 0.038 36.239 0.977 0.045 32.071 0.948 0.069

(6) TensolIR [12] (2F) 17.660 32.541 0.961 0.063 33.160 0949 0.114 31576 0.940 0.117 30.928 0.924 0.103

(7) Ours (2F) 9.862 33579 0947 0.064 35420 0.974 0.050 34252 0964 0.064 31.303 0.935 0.083

(8) Ours (2F1N) 8.349  39.169 0.975 0.042 36.707 0.977 0.039 36.046 0.976 0.045 32385 0.949 0.068
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Reference Anisotropic point light Isotropic point light
Figure 5. Comparison between the reconstruction under an
anisotropic point light model (adopted by our method) and under
an isotropic point light model.

average PSNR: 23.6 average PSNR: 22.6 average PSNR: 23.1

Albedo

Roughness

2 light x 50 img/light 10 light x 10 img/light 100 light x 1 img/light
Figure 6. Results on synthetic scenes with varying amounts of far-
field lighting.

terial to compensate for imperfect estimation of shading. In
that context, one key characteristic of WildLight [6] is that
its reconstructed radiance is the summation of the neural
radiance from the ambient lighting and the PBR radiance
from the flashlight. This additive ambiguity enables Wild-
Light [6] to ascribe spatial variation of radiance to the neu-
ral radiance instead of material. This helps WildLight [6] to
generate diffuse albedo maps that are free of high-frequency
shading effects such as the strong cast shadow on HAND-
BAG from which other methods suffer, but also let it pre-
dict textureless materials, which can be easily observed on
BARRELSOFA. We believe that this shade-baking problem
can be alleviated by introducing more priors on the material
(more likely in a data-driven manner) in future works.

For results under all viewpoints, please see the attached
supplementary video.

8.3. The Anisotropic Point Light Model

Fig. 5 shows that our anisotropic point light model (Eq. (3))
can accurately reconstruct the radiance under a fixed and
anisotropic spotlight while an isotropic one the same as that
used by WildLight [6] fails.

8.4. Results on Few-images-per-lighting Data

Our work does not focus on Internet photo collections (e.g.,
there are hundreds of photos of an object, each under a
unique and unknown lighting) like NeRD [2] because: 1)
Internet photo collections cannot leverage appearance vari-
ation under near-field lights, 2) Internet photo collections
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aims at different application scenarios (things on the In-
ternet, usually landmarks with millions of photos) instead
of self-captured photos (things at hand, for which captur-
ing a few environments is more practical). Nevertheless,
our method works well on simulated Internet photo collec-
tions. Fig. 6 shows our results on synthetic scenes with
varying amounts of far-field lighting: 1) 2 lighting, 50 im-
ages/lighting, 2) 10 lighting, 10 images/lighting, and 3) 100
lighting, 1 image/lighting (simulating Internet photo collec-
tions). Due to the absence of near-field lights in the above
setting, there is no more demand to separate radiance under
different light sources. As a consequence, the reduced view
interpolation ability of the radiance cache (due to fewer im-
ages per lighting) does not prevent our method from esti-
mating reasonable material.
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Figure 7. Comparison with state-of-the-art methods on two synthetic scenes: BARRELSOFA and HANDBAG.
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Figure 8. Comparison with state-of-the-art methods on two synthetic scenes: HOTDOG and LEGO.
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Figure 9. Comparison with state-of-the-art methods on two synthetic scenes: SHOES and TROOPER.
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Figure 10. Comparison with state-of-the-art methods on two real-world scenes: GUANYU and DEBUGUNDAM.
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