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Abstract

Photometric stereo faces challenges from non-Lambertian
reflectance in real-world scenarios. Systematically measur-
ing the reliability of photometric stereo methods in handling
such complex reflectance necessitates a real-world dataset
with quantitatively controlled reflectances. This paper intro-
duces DiLiGenRT, the first real-world dataset for evaluating
photometric stereo methods under quantified reflectances
by manufacturing 54 hemispheres with varying degrees of
two reflectance properties: Roughness and Transluency.
Unlike qualitative and semantic labels, such as “diffuse”
and “specular,” that have been used in previous datasets,
our quantified dataset allows comprehensive and systematic
benchmark evaluations. In addition, it facilitates selecting
best-fit photometric stereo methods based on the quantita-
tive reflectance properties. Our dataset and benchmark re-
sults are available at https://photometricstereo.
github.io/diligentrt.html.

1. Introduction

Photometric stereo [53] aims at recovering detailed sur-
face normals and reflectances from images captured under
varying illuminations from a fixed camera. To measure
the applicability of photometric stereo methods in the real
world, comprehensive benchmark evaluations on real cap-
tured datasets are desired. General reflectance is one of the
key challenges for photometric stereo, making it a central
consideration when building real-world photometric stereo
datasets. By evaluating a photometric stereo method on a
real-world dataset, we seek to know the exact reflectance
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conditions where the method would become trustworthy.
Achieving this necessitates a dedicated design of the real-
world dataset with quantitatively controlled reflectances.

Previous datasets for photometric stereo are constructed
with reflectances defined in a qualitative and semantic
manner. Datasets like DiLiGenT [48], LUCES [36, 40],
DiLiGenT102 [44], and DiLiGenT-Π [52] categorize re-
flectances using a set of semantic labels, such as specular,
metallic, steel, and wood. These semantic labels are
intuitive but at the same time ambiguous. For example, a
steel surface can exhibit a rough or mirror-like reflectance
depending on the manufacturing process. Furthermore, these
semantic labels are not explicitly ordered and non-metric;
therefore, it is difficult to predict the accuracy of photometric
stereo for “in-between” reflectances, e.g., predicting accu-
racy for the paper reflectance from the evaluations based
on steel and wood reflectances. In addition, existing real-
world datasets [34, 36, 44, 48, 52] primarily focus on opaque
surfaces, like plaster and ceramic. Since a wide range of
real-world objects exhibit significant translucency, such as
human skin and plant leaves, it is desired to have a dataset
with thorough coverage of varying levels of translucency.

To address these problems, we build a new real-world
dataset, DiLiGenRT1, with reflectances controlled in a quan-
tified manner by carefully manufacturing materials. DiLi-
GenRT consists of 54 hemispheres made of materials having
9 levels of roughness and 6 levels of translucency2, as shown
in Fig. 1. The design of the shared geometry allows us to
isolate the error source from shape variations and solely at-
tribute normal estimation errors to varying reflectances. At
the same time, for the test purpose on shape diversity, we fur-

1DiLiGenRT = Directional Lighting with Generalized Roughness and
Transluency

2Transluency is related to object shape, index of refraction (IOR), and
absorptive ratio. DiLiGenRT is built with the same sphere shape and IOR.
We refer to “absorptive ratio” as “translucency” in this paper.

https://photometricstereo.github.io/diligentrt.html
https://photometricstereo.github.io/diligentrt.html
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Figure 1. Overview of DiLiGenRT represented as a translucency-roughness (6× 9) matrix and DiLiGenRT-S including 3 distinct shapes.
(Left) All objects in DiLiGenRT share the same ground truth sphere surface normal and are illuminated by 100 uniformly distributed
directional lights. (Middle) Image observations of DiLiGenRT under varying degrees of roughness (R) and translucency (T) indexed by the
solution concentration and grit size, respectively. The larger the solution concentration or grit size, the lesser the roughness or translucency.
From top-left to bottom-right, the surface becomes shinier as roughness decreases, while the image appearance grows darker as translucency
increases. (Right) The ground truth surface normals and selected image samples are included in DiLiGenRT-S.

ther introduce DiLiGenRT-S, which contains three distinct
Shapes, as depicted in Fig. 1 (right).

Using the DiLiGenRT dataset, we conduct benchmark
evaluations to provide each photometric stereo method a per-
formance profile matrix under various roughness and translu-
cency levels. As reflectance properties are quantifiable, con-
tinuous, and common to various materials, it enables a com-
prehensive analysis of photometric stereo’s working range
w.r.t. reflectance, and facilitates selecting best-fit photomet-
ric stereo methods based on the reflectance properties. In
addition, it offers the capability to infer the performance of
photometric stereo methods for materials that are not directly
covered in the dataset based on the numerical interpolation
of reflectance properties.

Contributions In this paper, we present DiLiGenRT, the
first real-world photometric stereo dataset manufactured
with quantified roughness and translucency. Based on DiLi-
GenRT, we provide a benchmark result presented as perfor-
mance profiles of photometric stereo methods, showing their
working ranges over quantitative reflectances.

2. Related works
This paper’s main goal is to provide a benchmark dataset

for photometric stereo. We begin by reviewing photometric
stereo methods categorized by their reflectance assumptions.
After that, we summarize existing synthetic and real-world
datasets for photometric stereo.

2.1. Photometric stereo methods

We briefly summarize photometric stereo methods based
on their reflectance assumptions: Lambertian and more
general Bidirectional Reflectance Distribution Functions
(BRDFs) for opaque surfaces, and subsurface scattering for
translucent surfaces.

Lambertian reflectance The Lambertian reflectance
model is an ideal diffuse reflectance model that has been
extensively used in the literature because of its simplicity
and capability of representing diffuse reflectances. Lamber-
tian photometric stereo is well-posed with calibrated distant
lights and can be solved in a closed form given three or
more images under different light directions [49, 53]. In an
uncalibrated light setting, surface normal can be recovered
up to a linear ambiguity [17]. With the surface integrabil-
ity [19], the linear ambiguity can be reduced to a General
Bas-Relief (GBR) ambiguity [3]. Existing uncalibrated pho-
tometric stereo methods resolve this GBR ambiguity by
clustering uniform albedo areas [46], considering specific
light distributions (e.g., symmetric light [41], ring light [60],
differential light [5]) or perspective camera projections [42].
Papadhimitri et al. [43] proposes to detect local diffuse re-
flectance maxima from image observations, which infers
surface normals coinciding with the light direction.

General BRDFs for opaque surfaces Photometric stereo
for surfaces with general BRDFs is more challenging than



Table 1. Summary of real (top) and synthetic (bottom) photometric
stereo datasets organized by number (#) of distinct translucent
materials, surface normal maps, lights, and sets (one set means a
sequence of photometric stereo images under varying lights).

Dataset Reflectance control # Transluency # Normal # Lights # Sets

DiLiGenT [48] Semantic labels 0 10 96 10
DiLiGenT-MV [34] Semantic labels 0 100 100 100
LUCES [36, 40] Semantic labels 0 14 52 14
Harvard [56] Semantic labels 0 7 20 7
ETHz [31] Semantic labels 0 3 260 3
Gourd&Apple [2] Semantic labels 0 2 102/112 2
DiLiGenT-Π [52] Semantic labels 1 30 100 30
DiLiGenT102 [44] Semantic labels 1 10 100 100
DiLiGenRT Quantified properties 6 1 100 54
DiLiGenRT-S Quantified properties 3 3 100 3

BlobbyPS [45] Semantic labels 0 8 96 800
PS-Sculpture [6] Semantic labels 0 59,292 64 59,292
CyclesPS [21] Quantified properties 0 15 1,300 45
SymPS [51] Quantified properties 0 5 77 9
PS-Relief [52] Quantified properties 0 127 100 3,429
PS-Wild [23] Quantified properties 0 410 31 10,099
PS-Mix [24] Quantified properties 0 410 10 34,921

the ideal Lambertian case. Under calibrated settings, exist-
ing optimization-based methods assume dominant diffuse
reflectance and treat specular highlights in BRDF as sparse
outliers, developing robust photometric stereo approaches
based on sparse Bayesian regression [25], low-rank matrix
completion [54], and positional thresholding strategies [48].
Other methods explicitly represent general BRDFs via bi-
polynomial approximation [47], Microfacet reflectance mod-
els [9, 14], or linear bases [12, 13, 20].

Since the work of Santo et al. [45], learning-based pho-
tometric stereo methods have achieved significant progress
in handling general BRDFs by finding a direct mapping
between input images to the surface normal map. The pro-
posed network structures can be divided into the all-pixel
branch [6, 30] and the per-pixel branch [21, 33, 35, 59].
Follow-up works further improve photometric stereo by ad-
dressing global illumination effects [16, 35], reducing the
number of inputs [33, 50, 51, 59], and combining the merits
of per-pixel-based and all-pixel-based methods [22, 57].

Beginning from SDPS-Net [7], learning-based uncali-
brated photometric stereo methods under general BRDFs are
proposed. Follow-up works focus on analyzing the feature
map of deep uncalibrated photometric stereo [8] or applying
an inverse rendering module to solve uncalibrated photomet-
ric stereo in a self-supervised manner [31, 32]. The most
recent work, UniPS [23] and SDM-UniPS [24], introduce
neural global light context to recover surface normals under
unknown, spatially-varying illumination, which is shown to
be effective for surfaces with general BRDFs.

Subsurface scattering is non-local light transport beneath
a surface, which is observed on translucent surfaces. Due to
the complexity of subsurface scattering, only a few photo-
metric stereo methods have been developed for translucent
surfaces. Inoshita et al. [26] observe that subsurface scatter-
ing in optically thick translucent objects can be modeled as

a convolution with a blur kernel, thus recasting photomet-
ric stereo as a deconvolution problem. Similarly, Dong et
al. [11] frame photometric stereo with subsurface scattering
as a blind deconvolution problem, jointly estimating subsur-
face scattering parameters and surface normals through an
inverse rendering based on the dipole-diffusion model [28].
However, these methods either assume a restrictive Lam-
bertian reflectance [26] or near-planar surface shapes [11],
limiting their application scope.

2.2. Photometric stereo datasets

Table 1 lists existing synthetic and real-world photomet-
ric stereo datasets. Here we discuss their properties in re-
flectance, shape, and illumination in detail.

Synthetic dataset utilizes physics-based rendering en-
gines, like Mitsuba [27] and Blender [10], to produce im-
age observations and corresponding surface normal maps
for diverse synthetic scenes. During the rendering, factors
like surface normal, illumination, and material are com-
pletely controlled. For example, the BlobbyPS dataset [45]
contains 8 smooth Blobby shapes [29] with reflectances
of measured MERL BRDF dataset [38]. PS-Sculpture [6]
extends BlobbyPS by adding 59, 292 diverse surface nor-
mals. Both datasets control the reflectance via semantic
labels of the MERL dataset [38], such as blue-paper and
alum-bronze. CyclesPS [21] controls continuous parame-
ters of reflectance properties (e.g., roughness, metallic) based
on the Disney Principled BSDF model [4]. Unlike semantic
labels, reflectance properties can be quantitatively assigned,
making it possible to create a large number of unique mate-
rials (e.g., 30, 000 materials are generated in CyclesPS [21]).
The follow-up datasets, such as SymPS [51], PS-Wild [23]
and PS-Mix [24] build upon CyclesPS [21], increase the
dataset scale by including more diverse shapes, materials,
and illuminations.

All these synthetic datasets assume an opaque surface
without. In reality, translucent surfaces are relevant every-
where, such as human skin and plant leaves; thus, it is desired
to have a dataset with controlled translucency.

Real-world dataset Real-world datasets complement syn-
thetic ones by bridging the gap between computer graph-
ics rendering and actual image formation. For instance,
the Gourd&Apple dataset [1] offers image observations of
two objects with spatially-varying isotropic BRDFs. The
Harvard dataset [55] includes 7 surfaces with a uniform
diffuse reflectance. However, these two datasets do not pro-
vide the ground truth surface normals. The DiLiGenT [48]
dataset includes 10 objects of different shapes and gen-
eral reflectances. It introduces benchmark evaluation of
photometric stereo for the first time based on the ground
truth surface normals from scanned meshes. Subsequent
datasets further expand DiLiGenT [48], introducing aspects
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Figure 2. (Left) Objects in DiLiGenRT are constructed by first manufacturing molds with varying degrees of roughness through sandblasting
and then injecting solutions of different concentrations into the molds, followed by solidifying and de-molding. (Right) Images in DiLiGenRT
are captured by moving a point light source bundled on a robot arm.

like multi-views (DiLiGenT [48]-MV [34]), near-field illu-
mination (LUCES [40]), environment illumination [15, 18],
planar surfaces with rich details (DiLiGenT-Π [52]), and
global illumination effects [31].

Closest to our work, to disentangle the error from shape
and reflectance, DiLiGenT102 [44] was proposed by fab-
ricating 10 objects from CAD models with 10 carefully
chosen materials (e.g., polyoxymethylene and steel).
Unlike previous datasets where the reflectance is controlled
via semantic labels, DiLiGenRT quantitatively controls the
reflectance properties by manufacturing 54 objects with 6
translucency levels and 9 roughness levels. In this way, we
provide a more comprehensive evaluation of photometric
stereo from the reflectance aspect. Besides, compared with
DiLiGenT102 [44] and DiLiGenT-Π [52] providing only one
translucent material, DiLiGenRT is more capable of evalu-
ating the influence of subsurface scattering in photometric
stereo by including different levels of translucency.

3. DiLiGenRT dataset
This section details the manufacturing procedure and cap-

turing process of our real-world photometric stereo dataset,
DiLiGenRT. We also introduce two setups for measuring the
translucency and roughness of the materials in DiLiGenRT.

3.1. Object manufacturing and capturing

As shown in Fig. 1, DiLiGenRT consists of 54 spheres
sharing the same shape but different materials. The objects
on the same row share the same translucency, while those in
the same column have the same roughness.

Object manufacturing To create DiLiGenRT, we begin
with manufacturing 9 identical aluminum alloy molds. For
creating varying roughness levels, the mold surfaces are
sandblasted by grit with 9 different sizes ranging from #3000

to #20 (FEPA standard). Figure 2 (left) shows 6 out of the
9 molds, where the mold sandblasted with grit size #3000
exhibits a shinier appearance than the one with grit size
#20. To produce distinct levels of translucency, we blend
transparent silicone with color paste in different proportions,
resulting in 6 solutions with varying concentrations between
1/1 and 1/64 as shown in the second column of Fig. 2. By
injecting one of these solutions into the molds of different
roughness levels and solidifying them, we obtain objects
with identical translucency but different roughness levels,
as shown in the third column of Fig. 2. Objects with other
levels of translucency are also created in a similar manner.
In total, we manufacture 54 spherical objects, each having
one of 6 translucency levels and one of 9 roughness levels.

Capturing setup As shown on the right side of Fig. 2,
we use a capture setup similar to DiLiGenT102 [44], where
light directions are controlled by moving a single point light
source attached to a robot arm. A lens is mounted in front
of the point light source to enhance the directionality and
uniformity of illumination. We capture 100 images for each
object under different light directions, uniformly distributed
over a hemisphere as shown in the left bottom of Fig. 1.
Please refer to our supplementary material for further details
regarding light calibration and camera settings.

3.2. Roughness and translucency measurement

This section describes the procedure for measuring the rough-
ness and translucency of the manufactured materials.

Roughness measurement In the mechanical industry,
measuring roughness is a well-explored field, leading to var-
ious roughness metrics. We choose surface area roughness
Sa as our roughness metric, which averages the absolute
differences between each point’s surface height and the local
area’s mean surface height. As depicted in Fig. 3, we assume
the surface roughness across the entire sphere is uniform
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Figure 4. Translucency measurement at varying levels of solution
concentration labeled in gray boxes. Observed radiance without a
material sample is shown as a reference image. The translucency
profile is shown in the bottom right.

and conduct surface height measurements at a highlighted
local area. The surface heights are measured using a white
light interferometer Zygo Nexview NX23 with vertical reso-
lution of 0.15 [nm]. As the grit size decreases, we observe
the reduction in the variance of measured surface heights
within the local area, showing that our objects have different
levels of roughness. The roughness profile of DiLiGenRT,
based on the Sa metric w.r.t. different grit sizes, is shown in
Fig. 3 (bottom-right).

Translucency measurement Based on the Beer-Lambert
law [39], we use the absorptive capacity defined as σt = εc
as the metric of translucency, which jointly considers the
solution concentration ε and molar extinction coefficient
c within the medium. Smaller σt corresponds to a higher
translucency level. As shown in Fig. 4, we manufacture 6

3https : / / www . zygo . com / products / metrology -
systems/3d-optical-profilers/nexview-nx2. Retrieved
March 25th, 2024.

thin disks with a thickness of 3 [mm], solidified from the
same 6 solutions used for DiLiGenRT. We put each thin
film onto a screen light source and record the images by
a camera with and without the film, whose average pixel
values are recorded as I0 and I1, respectively. Due to the
subsurface scattering, the received radiance decreases as
the concentration of the solution increases. The absorptive
capacity is calculated as σt = − log10(

I0
I1
)/d, where d is the

thickness of the thin medium [39]. The translucency profile
of DiLiGenRT measured by metric σt w.r.t. different solution
concentrations is shown in Fig. 4 (bottom-left).

4. Benchmark evaluations

Similar to the latest photometric stereo benchmark
DiLiGenT102 [44], we choose non-learning-based meth-
ods LS [53] and its robust version via position thresholding
strategy TH28 [48] and TH46 [48], and representative work
ST14 [47] as the baselines. For learning-based methods, we
select classical photometric stereo methods PS-FCN [6] and
CNN-PS [21], as well as the latest photometric stereo meth-
ods MS-PS [16] and NormAttention-PSN [30] (abbreviated
as Att-PSN) as the baselines. Besides, we add a photomet-
ric stereo method tailored for translucent surfaces: Decon-
vPS [26]. We also include three uncalibrated photometric
stereo methods: PF14 [43], SDPS-Net [7] (abbreviated as
SDPS), and SDM-UniPS [24] in our benchmark.

The evaluations of other photometric stereo methods:
UniPS [23], GPS-Net [57], PX-Net [35], and SPLINE-
Net [59], DeepPS2 [50] are provided in our supplementary
material. We implemented DeconvPS [26] based on their
paper by utilizing 2D Gaussian functions as the convolu-
tion kernel and assigning the kernel size with the inverse
of absorptive capacity value empirically. For the remaining
baselines, we adopt the code and pre-trained models released
by the authors. Following the practice of previous bench-
mark datasets, we use mean angular error (MAE) in degrees
as the metric to evaluate estimated surface normals.

4.1. Roughness-translucency error matrix

Figure 5 presents the roughness-translucency error matri-
ces as a heat map for each method evaluated on DiLiGenRT,
where the non-learning-based and learning-based photomet-
ric stereo methods are shown in the top and bottom rows,
respectively. Each cell in the matrix shows the MAE for the
material indexed by the translucency and roughness levels
based on the σt and Sa metrics. These matrices provide
a performance profile of each photometric stereo method
across the quantified reflectances.

Non-learning-based methods Opaque materials with a
high degree of roughness, as in the matrix’s top left corner,
exhibit satisfactory results by all photometric stereo methods

https://www.zygo.com/products/metrology-systems/3d-optical-profilers/nexview-nx2
https://www.zygo.com/products/metrology-systems/3d-optical-profilers/nexview-nx2
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Figure 5. Roughness-translucency MAE matrices for non-learning-based (top) and learning-based (bottom) photometric stereo methods,
showing their performance profiles under different levels of reflectance properties. The mean and median of the MAE matrix are presented
near the method name. “Att-PSN” and “SDPS” are the abbreviations of NormAttention-PSN [30] and SDPS-Net [7]. The ticks of row and
column are σt and Sa. Reducing σt corresponds to increasing translucency, while lowering Sa is associated with decreased roughness.

because the reflectance is close to Lambertian. The surface
normal estimation error tends to grow as translucency in-
creases and roughness decreases. However, translucency
appears to have a more significant influence than roughness.
DeconvPS [26] enhances LS [53] by addressing subsurface
scattering and shows smaller MAE values on translucent sur-
faces. However, the method is still prone to substantial errors
due to attached shadows and the Lambertian assumption.

By using a position thresholding strategy, TH46 [48] out-
performs all other non-learning-based photometric stereo
methods. It indicates that for the mid-range of translucency
levels (i.e., σt ∈ [0.57, 3.39]), the Lambertian component is
still strongly observed, which can be extracted via the sim-
ple position thresholding strategy. However, a notable error
surge occurs when σt ≤ 0.28, corresponding to the solution
concentration of 1/32. The Lambertian component is weaker
in these materials due to the strong subsurface scattering. Un-
der uncalibrated light setting, PF14 [43] shows a noticeable
performance degradation when surface reflectance crosses
certain levels of roughness and translucency.

Learning-based methods CNN-PS [21] has a similar per-
formance profile with TH46 [48], which are both per-pixel-
based methods, where the MAE increases significantly in
high translucency levels. It may be due to that these methods
do not consider neighboring pixels, which could be critical
when dealing with significant subsurface scattering. The all-
pixel-based method Att-PSN [30] shows better accuracy than
PS-FCN [6] by addressing blurry normal estimates. This
is particularly beneficial for photometric stereo applied to

ST14 [47] MS-PS [16]
3.38.0 8.6 4.3

2037 39 24

Figure 6. Visualization of estimated surface normals for hemisphere
objects at the four corners of the translucency-roughness shown in
Fig. 1. The MAEs in degrees are labeled in each sub-figure.

translucent surfaces, where subsurface scattering can blur
the surface normal estimates [26].

MS-PS [16] uses a multi-scale network structure to learn
the global context of images, which contributes to model-
ing the light transport in subsurface scattering. Using a
large-scale training dataset containing diverse materials, MS-
PS [16] shows robustness across varying translucency levels.
Under the uncalibrated light setting, SDPS [7] shows stabler
accuracy than the non-learning-based method PF14 [43] and
yields smaller average MAEs. SDM-UniPS [24] achieves
the smallest average MAE compared to all other methods
even without knowing the light direction. The average MAE
is threefold smaller than the one achieved by the second-best
method MS-PS [16].



Table 2. Roughness and translucency profiles of DiLiGenRT-S

Object PAW LEAF FLOWER

Roughness (Sa) 1.845 0.698 1.189

Absorptive capacity (σt) 0.974 0.407 0.272

4.2. Analysis of estimated normal map

Figure 6 shows estimated surface normal maps using
ST14 [47] and MS-PS [16] for surfaces at the four corners
of the translucency-roughness matrix shown in Fig. 1. It
is observed that the estimated shapes become flatter with
increasing the translucency level. This is because subsurface
scattering makes the observed radiance at different surface
regions more uniform. In addition, with a lower roughness
level, the estimated shapes exhibit high-frequency spikes
due to specular highlights.

The methods ST14 [47] and MS-PS [16] effectively han-
dle specular highlights on opaque surfaces, as shown by the
slight increase in MAE between the even and odd columns
in the first row of Fig. 6. However, when it comes to more
translucent surfaces, the impact of specular highlights grows
more significantly. As such, a photometric stereo method’s
proficiency in handling specular highlights on opaque sur-
faces does not necessarily translate to its performance on
translucent surfaces.

4.3. Evaluation on diverse shapes by DiLiGenRT-S

In addition to sphere shape contained in DiLiGenRT, we
also build DiLiGenRT-S to include three different shapes:
PAW, LEAF, and FLOWER, as shown in Fig. 1 (right). Their
translucency and roughness profiles provided in Table 2 are
measured in the same way discussed in Sec. 3.2. The evalua-
tion on DiLiGenRT-S is summarized in Table 3. It shows a
consistent trend that the normal estimation error increases
with a greater translucency level. The MAEs are generally
higher compared to DiLiGenRT, due to cast-shadows and
inter-reflections in complex shapes. The MAEs of SDM-
UniPS [24] have a significant increase compared to other
methods. It is perhaps due to that SDM-UniPS [24] is par-
ticularly good at sphere-like shapes because the pre-trained
model was likely overfitting to such a shape in their synthetic
training dataset PS-Wild [23] and PS-Mix [24]. Therefore,
we will exclude SDM-UniPS [24] on our subsequent evalua-
tions on DiLiGenRT hereafter due to the possible overfitting.

4.4. Roughness-translucency error over #lights

The accuracy of surface normal estimation is influenced
by surface reflectance, the selected photometric stereo
method, and the number of varying lights. Figure 7 of-
fers evaluation results under sparse (#10) and dense (#100)
light sets uniformly distributed over a hemisphere. Each cell

Table 3. Evaluation on DiLiGenRT-S by MAE in degrees, where
the lowest MAE is labeled in bold. In reference to Fig. 7, the MAE
of the top-performing method at the corresponding Sa and σt is
underlined, while the second-best is denoted with an asterisk (*).

Object LS [53] TH28 [48] TH46 [48] DeconvPS [26] ST14 [47] CNN-PS [21]

PAW 17.9 17.2 16.5* 17.9 17.7 17.3
LEAF 21.4 23.4 22.3 21.1 21.3 19.6

FLOWER 27 29.2 29 26.6 27 23.7*

Object PS-FCN [6] Att-PSN [30] MS-PS [16] SDM-UniPS [24] PF14 [43] SDPS [7]

PAW 16.7 17 17 18.6 20.2 18.6
LEAF 17.9* 20.4 18.1 29.5 27.3 19.4

FLOWER 22.6 25.2 20.7 23.2 29.1 22.6

within the roughness-translucency error table displays the
best-performing photometric stereo method and its MAE for
a given material under a specific number of lights.

As shown in Fig. 7, with 100 lights, per-pixel-based meth-
ods like TH46 [48] and CNN-PS [21] yield superior results
for semi-translucent materials (i.e., σt between 0.57 and
1.24). Conversely, all-pixel-based methods such as Att-
PSN [30] and MS-PS [16] excel in handling opaque and
highly translucent materials (i.e., σt above 1.24 or below
0.57), with MS-PS [16] particularly proficient at handling
surfaces with high translucency. This trend remains consis-
tent across varying roughness levels.

With a limited number of lights, e.g., 10, all-pixel-
based methods (Att-PSN [30] and MS-PS [16]) show su-
perior accuracy than per-pixel-based ones (CNN-PS [21]
and TH46 [48]) for 49 of 54 materials. One potential reason
is that per-pixel-based methods predict surface normal only
from the image measurements at a single pixel position, ig-
noring the spatial context provided by neighboring pixels,
while all-pixel-based methods take them into account. This
difference becomes significant under a sparse light setting,
where image observations at a single pixel position are in-
sufficient for per-pixel-based methods to accurately predict
surface normals under general reflectance, while the broader
observations from neighboring pixels benefit all-pixel-based
methods for producing better normal estimates. Accord-
ing to the MAE values summarized in Fig. 7, for opaque
and semi-translucent surfaces, 10 light sources suffice for
photometric stereo given a maximum MAE tolerance of 10◦.

Method selection based on DiLiGenRT Figure 7 also
presents an overview of the minimum MAE bounds for pho-
tometric stereo methods and shows their working ranges.
It serves as a guide to selecting an appropriate photomet-
ric stereo method based on the reflectance and light setting.
For example, the closest cell to the LEAF object’s rough-
ness and absorptive capacity values shown in Table 2 is
(Sa, σt) = (0.42, 0.28) in DiLiGenRT. The best and second-
best methods indexed by these values in Fig. 7 are MS-
PS [16] and PS-FCN [6]. The MAEs of these methods
shown in Table 3 closely match the smallest MAE observed
for the Leaf object. Similar observations are also confirmed
on the other two objects of DiLiGenRT-S. In this way, the



Light disp. #Light = 10 (22.34/15.66) #Light = 100 (17.76/12.11)
#Light = 10

#Light = 100

MS-PS
 4.3

MS-PS
 4.1

MS-PS
 4.3

MS-PS
 4.4

AttPSN
 4.2

AttPSN
 4.5

MS-PS
 4.5

MS-PS
 4.9

MS-PS
 5.2

MS-PS
 4.0

MS-PS
 4.1

AttPSN
 4.7

AttPSN
 3.7

AttPSN
 3.9

AttPSN
 4.2

MS-PS
 3.9

MS-PS
 4.2

MS-PS
 4.1

MS-PS
 5.4

MS-PS
 5.3

AttPSN
 5.9

MS-PS
 5.5

AttPSN
 6.2

AttPSN
 6.4

MS-PS
 5.4

MS-PS
 5.9

MS-PS
 6.1

MS-PS
 10.1

MS-PS
 9.7

CNN-PS
 9.7

MS-PS
 11.3

CNN-PS
 10.7

CNN-PS
 10.4

CNN-PS
 9.0

MS-PS
 10.3

CNN-PS
 10.4

MS-PS
 16.8

MS-PS
 16.2

MS-PS
 17.3

MS-PS
 17.0

MS-PS
 18.4

SDPS
 17.3

MS-PS
 15.1

MS-PS
 16.5

MS-PS
 17.0

MS-PS
 22.6

MS-PS
 26.0

MS-PS
 29.7

MS-PS
 22.3

MS-PS
 21.1

MS-PS
 19.8

MS-PS
 25.1

MS-PS
 28.4

MS-PS
 31.9

MS-PS
 3.3

MS-PS
 3.2

Att-PSN
 2.9

Att-PSN
 3.2

Att-PSN
 2.7

Att-PSN
 3.0

MS-PS
 3.4

MS-PS
 4.0

MS-PS
 4.3

MS-PS
 3.4

MS-PS
 3.3

Att-PSN
 3.9

Att-PSN
 2.9

Att-PSN
 2.9

Att-PSN
 3.4

MS-PS
 3.4

MS-PS
 3.5

MS-PS
 3.6

CNN-PS
 3.9

CNN-PS
 3.6

CNN-PS
 3.4

CNN-PS
 3.6

CNN-PS
 3.4

CNN-PS
 3.8

TH46
 4.5

TH46
 4.5

TH46
 4.4

CNN-PS
 5.6

CNN-PS
 5.1

CNN-PS
 5.6

CNN-PS
 5.3

CNN-PS
 4.8

CNN-PS
 5.4

TH46
 5.6

TH46
 5.6

TH46
 5.9

MS-PS
 13.2

MS-PS
 13.4

MS-PS
 16.7

MS-PS
 16.0

MS-PS
 15.8

PF14
 17.9

MS-PS
 12.2

MS-PS
 12.5

MS-PS
 15.3

MS-PS
 20.4

MS-PS
 18.3

MS-PS
 24.1

MS-PS
 20.4

MS-PS
 21.4

MS-PS
 21.4

MS-PS
 18.0

MS-PS
 21.4

MS-PS
 24.2

30

0

Figure 7. Benchmark evaluation on DiLiGenRT under sparse and dense lights (#10 and #100), summarized by mean/median MAE values.
Each cell records the best-performing method for the material along with its MAE.
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quantified reflectances of DiLiGenRT are useful in recom-
mending the most suitable photometric stereo method given
a target object.

4.5. Fine-tuning with a synthetic translucent dataset

The benchmark evaluation illustrates the challenges in
accurately recovering surface normal for highly translucent
surfaces due to severe subsurface scattering effects. One
potential reason is that the training dataset used in existing
learning-based methods does not include translucent ma-
terials. To address the problem, we propose to boost the
performance of existing methods through fine-tuning using
a synthetic translucent dataset.

As shown in Fig. 8, we render a synthetic dataset specifi-
cally with Sub-Surface Scattering, named PS-SSS. To create
PS-SSS, we selected 30 shapes and randomly rotated them
100 times, leading to 3, 000 distinct surface normals. Similar
to CyclePS [21], we use Blender [10] as our rendering engine
and the Disney Principled BSDF [4] as the reflectance model.
For each scene, we generate 100 uniformly-distributed light
directions [37] and create a unique Principled BSDF whose
reflectance properties are randomly assigned within a setting
range, as shown in Fig. 8 (right), where the subsurface scat-
tering parameter is adjusted between 0.1 and 1 to control
translucency. In total, we generate 3, 000 scenes covering
distinct translucent surfaces. Please find the complete shape
list of PS-SSS in our supplementary material.

We test incorporating data prior from PS-SSS into
existing learning-based methods. As an example, we

use PS-FCN [6] as our baseline and fine-tune the nor-
mal regression module using our PS-SSS dataset over
9 epochs, where the learning rate is set to 1e-4. As
shown in Fig. 9, the mean MAE decreases to 9.92◦,

7.69 4.41 2.62 2.21 1.88 1.11 0.42 0.24 0.12

3.39

1.91

1.24

0.57

0.28

0.13

4.5 4.1 5.2 8.8 13.5 24.3 4.0 4.5 4.7

8.4 13.7 18.6 5.3 6.5 4.5 7.7 10.2 15.6

4.5 3.9 4.5 6.6 10.5 14.8 5.2 5.0 5.4

5.9 10.5 14.1 5.6 5.3 6.4 5.8 9.8 13.8

4.6 4.4 6.9 8.9 18.7 28.5 5.1 5.4 7.6

11.8 19.7 31.4 5.3 5.9 7.8 11.3 18.4 32.3

PS-FCN w/ PS-SSS (9.92/6.77)

0

45

Figure 9. Performance profile of
PS-FCN [6] after fine-tuning on
PS-SSS.

which is much smaller
compared with 16.38◦

in the original version
presented in Fig. 5. This
error reduction is par-
ticularly evident in sur-
faces with high translu-
cency levels (σt ≤
0.57), showing the effec-
tiveness of incorporating
data prior for handling
subsurface scattering.

5. Discussion
Our evaluation on DiLiGenRT shows that existing photo-
metric stereo methods can effectively handle varying levels
of roughness. However, highly translucent surfaces remain
challenging for most methods, where the MAEs generally
exceed 20◦. Besides leveraging data prior from the synthetic
dataset as discussed in Sec. 4.5, explicitly modeling the sub-
surface scattering and using differentiable rendering [58]
could be promising. Moreover, DiLiGenRT is designed to
be a method selector based on measured reflectance prop-
erties. Algorithms for selecting suitable photometric stereo
methods based on input images remain unexplored. More
discussions about the limitations and the application ranges
of DiLiGenRT can be found in our supplementary material.
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In this supplementary material, we first provide additional
technical details about the light calibration and data capture
process. Then we describe the limitations of the proposed
DiLiGenRT dataset. After that, we analyze the influence
of light distribution on the photometric stereo when dealing
with diverse materials, followed by providing the evalua-
tion of additional photometric stereo methods, including
UniPS [6], GPS-Net [19], PX-Net [11], SPLINE-Net [20],
and DeepPS2 [17]. Finally, we provide the complete bench-
mark results containing estimated surface normals and the
corresponding angular error maps on DiLiGenRT dataset for
each method.

A. Light calibration and capture settings

Light calibration As shown in Fig. S1 (a), we place 6
mirror spheres near the target object. Following the practice
of existing photometric stereo datasets (e.g., DiLiGenT [16],
DiLiGenT102 [14]), the incident light directions can be cali-
brated via the specular spots on the mirror balls. Specifically,
for the i-th of 6 mirror spheres, we first use circle Hough
transform [8] to detect its projected circle on the image plane,
extracting radius ri in pixel unit and circle center location
ci = (u0i, v0i), as shown in Fig. S1 (c). Then we manually
label specular highlight position pi = (upi, vpi). Assuming
that the world center is aligned with the sphere, the 3D coor-
dinates in pixel unit of the specular spot can be represented
as

si =

 upi − u0i

vpi − v0i√
r2i − (upi − u0i)2 − (vpi − v0i)2

 (1)

* labels corresponding authors (Email address: shiboxin@pku.edu.cn,
renmj@sjtu.edu.cn). † denotes equally contributed authors.

As shown in Fig. S1 (right), the surface normal direction at
point si on the sphere can be calculated as

ni =
si
∥si∥

=

 (upi − u0i)/ri
(vpi − v0i)/ri√

r2i − (upi − u0i)2 − (vpi − v0i)2/ri

 (2)

Thus we have:

nxiri = upi − u0i,

nyiri = vpi − v0i.
(3)

By assuming distant illumination on all of the six mirror
spheres, the ni on each sphere should be equal. Con-
sequently, we denote an optimized half vector as n =

[nx, ny, nz]
⊤. Its coordinates under noise can be written

as:

nxri = upi − u0i + ϵxi,

nyri = vpi − v0i + ϵyi,
(4)

where ϵxi and ϵyi denote the Gaussian noise terms. Using
the principle of maximum likelihood inference, we perform
least squares optimization to obtain the optimal values of nx

and ny:

nx =

∑6
i=1(upi − u0i)ri∑6

i=1 r
2
i

,

ny =

∑6
i=1(vpi − v0i)ri∑6

i=1 r
2
i

,

(5)

and calculate nz simply by nz =
√
1− n2

x − n2
y . Based on

the law of reflection, light direction l, camera view direction
v, and surface normal vector n at specular spot s follows

l = 2(n⊤v)n− v. (6)

1
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Figure S1. Our capture and calibration setups include 6 mirror balls for light calibration.
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Figure S2. The target scene is captured under multiple exposure times from 1ms to 10ms to composite an HDR image.

As we fix the view direction v = [0, 0, 1]⊤ and know the
surface normal n from the specular spot at s, light direction
l can be calibrated following Eq. (6).

On the other hand, similar to DiLiGenT102 [14], our cap-
ture setup changes the illumination by shifting a single point
light source mounted on a robot arm across a hemisphere,
with the target object placed at the hemisphere center. This
arrangement keeps the distance between the point light and
the object approximately constant. As a result, we assume
distant illumination, where the light intensities received from
various light positions on the object remain uniform.

Capture settings To capture DiLiGenRT dataset, we adopt
DaHeng Image MER-503-36U3C 1 camera equipped with a
50 mm lens, producing raw images at a resolution of 2448×
2048, as shown in Fig. S1. We crop the images to 960× 960
resolution to focus on the central valid areas. For each target
object, we first position the point light source via the robot
arm to illuminate the scene, followed by capturing images

1DaHeng camera: https://en.daheng-imaging.com/show-
107-2044-1.html. Retrieved March 25th, 2024.

at 10 distinct exposure times that range from 1ms to 10ms,
as illustrated in Fig. S2. Subsequently, these low dynamic
range images are amalgamated to compose a high dynamic
range (HDR) image [13]. In this way, the images captured
under various illuminations within DiLiGenRT are in HDR
format, avoiding the impact of image saturation and low-
albedo pixels on photometric stereo.

B. Limitations of DiLiGenRT
This paper focuses on assessing photometric stereo under
quantified reflectance properties. There are several limita-
tions in DiLiGenRT dataset.

Shape diversity. DiLiGenRT contains sphere shape only.
Since translucency is also related to the shape, the evaluation
results under different translucency levels in DiLiGenRT
dataset could be biased towards the sphere shape. Also, cast
shadows and inter-reflections are important factors affecting
the performance of photometric stereo methods. However,
these phenomena are not included in DiLiGenRT due to the
convex sphere shape. Therefore, it is desired to add more

https://en.daheng-imaging.com/show-107-2044-1.html
https://en.daheng-imaging.com/show-107-2044-1.html


Figure S3. Subset of the 3000 surface normals of our synthetic
dataset PS-SSS.
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Figure S4. Synthetic dataset PS-Sphere indexed by the roughness
Rs and transmittance Ts defined in the Principled BSDF model.

shapes to the dataset.

Reflectance diversity. DiLiGenRT contains dielectric ob-
jects with isotropic albedo and roughness. The IOR related
to the translucency is set to be the same for all the objects in
DiLiGenRT. It is desired to further add metallic objects, and
dielectric objects with spatially varying albedos, anisotropic
roughness, and different levels of IORs so that we can enrich
the diversity of the reflectance contained in the dataset. The
challenge is that systematically manufacturing surfaces with
controlled levels of anisotropic roughness is not straightfor-
ward. Also, it is hard to quantify the influence of spatially
varying albedo on photometric stereo.

In our future work, we plan to enlarge the scale of DiLi-

GenRT dataset to address the shape and reflectance diversity
for a more comprehensive evaluation of photometric stereo
methods.

C. Diverse shapes in PS-SSS
As shown in Fig. S3, we select 30 objects from Sketchfab 2

For each object, we randomly rotate it for 100 times, leading
to 3, 000 diverse surface normal maps. Given the rotated
shapes and diverse materials controlled by Principled BSDF
model [1], we render 3, 000 sets of images to create PS-SSS.

D. DiLiGenRT vs synthetic sphere dataset
Compared to the labor-intensive manufacturing process of
DiLiGenRT, an alternative way is rendering a synthetic
sphere dataset (denoted as PS-Sphere) by adjusting the
roughness and transmission metrics Rs and Ts defined in
the Disney Principle BSDF model [1], ranging from 0 to 1.
We provide such a synthetic dataset and conduct a similar
benchmark evaluation like DiLiGenRT, as shown in Figs. S4
and S5, respectively.

To the best of our knowledge, there is no mapping be-
tween the synthetic roughness Rs and the real-world measur-
able roughness Sa. Therefore, the evaluation results shown
in Fig. S5 cannot be used to select best-fit photometric stereo
methods as we have no device to access Rs of a real-world
object. This also applies to the case of Ts. On the other hand,
we observed that the mean angular errors (MAE) of pho-
tometric stereo methods evaluated on PS-Sphere are much
smaller than those on DiLiGenRT shown in Fig. 5 of the
main paper, despite that the observed images from Fig. S4
and Fig. 1 of the main paper are similar. Therefore, there
could be a domain gap between real-world reflectance and
the parametric reflectance model, which highlights the ne-
cessity of DiLiGenRT for accurately assessing photometric
stereo performance in real-world scenarios.

E. Analysis on the light distribution
As shown in Fig. 7 of the main paper, we provide the eval-
uation results of photometric stereo methods under 10 and
100 lights. In Fig. S6, we further show the evaluation results
under 20 and 50 uniformly distributed lights and present the
best-performing method under different reflectance settings.

Increasing the number of input lights generally reduces
the MAEs, as supported by the summarized mean and me-
dian MAE values in Fig. S6. However, we find 50 uniformly
distributed lights is optimal on the DiLiGenRT dataset.
Adding lights to 100 shows only a marginal improvement
for opaque and semi-translucent surfaces across various
roughness levels, but could be even harmful for surfaces
with higher translucency levels. For instance, CNN-PS [5]

2https://sketchfab.com. Retrieved March 25th, 2024.

https://sketchfab.com
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Figure S5. Roughness-translucency MAE matrices for 16 photometric stereo methods, where the ticks of row and column are σt and Sa.
The mean and median of the MAE matrix are presented near the method name, showing method’s performance profile under different level
of reflectance properties. ‘Att-PSN’ and ‘SDPS’ are the abbreviations of NormAttention-PSN [10] and SDPS-Net [3].
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Figure S6. Benchmark evaluation on DiLiGenRT under different number of lights (#10 to #100) distributed uniformly, summarized by
mean/median MAE values. Each cell records the best performing method for the material in that cell, along with the associated lowest MAE
value.

achieves much smaller MAE on surfaces whose translucency
measurement (σt) is 0.13, if reducing the number of input
lights from 100 to 50. This effect could be attributed not only
to the decrease in the amount of light but also to alterations
in the distribution of light directions.

To demonstrate this, we conducted an experiment with
CNN-PS [5] on two target spheres with differing degrees
of roughness and translucency, as shown in Fig. S7. The
number of input lights was fixed at 50, but their distribution
was manipulated to be either uniform or biased, as illustrated
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Figure S7. The influence of light distribution on surface normal
estimation, tested on two spheres whose roughness and translu-
cency measured by Sa/σt are shown at the bottom. The normal
estimation error measured by MAE is displayed at the top of the
surface normal estimates.

on the left side of Fig. S7. We set the hyper-parameter K in
CNN-PS [5] as 1 to avoid the influence of averaging rotated
surface normals.

As shown in Fig. S7, when more light directions are con-
centrated near the equator, the estimated surface normals
from CNN-PS [5] exhibit greater MAEs compared to those
achieved under uniformly distributed light directions. Fur-
thermore, the sensitivity of surface normal estimation w.r.t.
the amount and distribution of the incident lights increases
when surfaces exhibit a higher level of translucency and a
lower level of roughness. Therefore, the amount and dis-
tribution of lights serve as an important role in improving
the accuracy of photometric stereo methods. It is desired
to conduct adaptive illumination planning corresponding to
varying reflectance.

F. Performance profiles for additional photo-
metric stereo methods

Besides the 12 photometric stereo methods evaluated in the
main paper, this supplementary material offers evaluations
on 5 additional cutting-edge photometric stereo methods:
PX-Net [11], SPLINE-Net [20], UniPS [6], DeepPS2 [17],
and GPS-Net [19], along with their performance results on
DiLiGenRT. GPS-Net [19] published on NeurIPS 2020 com-
bines the merits of all-pixel-based and per-pixel-based pho-
tometric stereo method via a graph neural network. SPLINE-
Net [20] and PX-Net [11], presented at ICCV 2019 and
2021 respectively, are enhancements to the per-pixel-based
method CNN-PS [5], focusing on sparse inputs and global il-
luminations. DeepPS2 [17] published at ECCV 2022 further

reduces the sparse light input to only 2 distinct directional
lights. UniPS [6] introduced at CVPR 2022 are built under
uncalibrated universal illumination. As illustrated in Fig. S8,
we display the performance profiles of all 17 photometric
stereo methods.

G. Complete benchmark results
From Fig. S9 to Fig. S25, we present the complete bench-
mark evaluations for 17 photometric stereo methods using
DiLiGenRT dataset, including the 12 methods outlined in
the main paper, as well as 5 additional methods detailed
in the supplementary material. For each method, we pro-
vide a 6 × 9 matrix of their estimated surface normal map
alongside their corresponding angular error distribution map.
For better visualization, the maximal MAE is truncated at
10◦ for UniPS [6] and SDM-UniPS [7] and 45◦ for other
methods. The x and y axes in the matrix denote the translu-
cency and roughness measurements, measured by σt and Sa
respectively.
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Figure S9. Estimated normal maps (top) and the corresponding angular error maps (bottom) of LS [18]. The mean and median errors for
each material are displayed at the top of each error map.
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Figure S10. Estimated normal maps (top) and the corresponding angular error maps (bottom) of TH28 [16]. The mean and median errors for
each material are displayed at the top of each error map.
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Figure S11. Estimated normal maps (top) and the corresponding angular error maps (bottom) of TH46 [16]. The mean and median errors for
each material are displayed at the top of each error map.
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Figure S12. Estimated normal maps (top) and the corresponding angular error maps (bottom) of DeconvPS [9]. The mean and median errors
for each material are displayed at the top of each error map.
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Figure S13. Estimated normal maps (top) and the corresponding angular error maps (bottom) of ST14 [15]. The mean and median errors for
each material are displayed at the top of each error map.
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Figure S14. Estimated normal maps (top) and the corresponding angular error maps (bottom) of CNN-PS [5]. The mean and median errors
for each material are displayed at the top of each error map.
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Figure S15. Estimated normal maps (top) and the corresponding angular error maps (bottom) of PS-FCN [2]. The mean and median errors
for each material are displayed at the top of each error map.



GPS-Net [19]
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Figure S16. Estimated normal maps (top) and the corresponding angular error maps (bottom) of GPS-Net [19]. The mean and median errors
for each material are displayed at the top of each error map.



NormAttention-PSN [10]
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Figure S17. Estimated normal maps (top) and the corresponding angular error maps (bottom) of NormAttention-PSN [10]. The mean and
median errors for each material are displayed at the top of each error map.



SPLINE-Net [20]
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Figure S18. Estimated normal maps (top) and the corresponding angular error maps (bottom) of SPLINE-Net [20]. The mean and median
errors for each material are displayed at the top of each error map.



PX-Net [11]
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Figure S19. Estimated normal maps (top) and the corresponding angular error maps (bottom) of PX-Net [11]. The mean and median errors
for each material are displayed at the top of each error map.



MS-PS [4]
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Figure S20. Estimated normal maps (top) and the corresponding angular error maps (bottom) of MS-PS [4]. The mean and median errors for
each material are displayed at the top of each error map.



PF14 [12]
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Figure S21. Estimated normal maps (top) and the corresponding angular error maps (bottom) of PF14 [12]. The mean and median errors for
each material are displayed at the top of each error map.



SDPS-Net [3]
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Figure S22. Estimated normal maps (top) and the corresponding angular error maps (bottom) of SDPS-Net [3]. The mean and median errors
for each material are displayed at the top of each error map.



DeepPS2 [17]
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Figure S23. Estimated normal maps (top) and the corresponding angular error maps (bottom) of DeepPS2 [17]. The mean and median errors
for each material are displayed at the top of each error map.



UniPS [6]

3.39

1.91

1.24

0.57

0.28

0.13

7.69 4.41 2.62 2.21 1.88 1.11 0.42 0.24 0.12

3.39

1.91

1.24

0.57

0.28

0.13

7.69 4.41 2.62 2.21 1.88 1.11 0.42 0.24 0.12

3.47 / 2.85 3.16 / 2.34 2.95 / 2.07 3.03 / 2.19 2.78 / 2.10 2.99 / 2.07 2.86 / 1.96 2.81 / 1.96 2.74 / 1.81

2.93 / 2.08 2.77 / 1.94 2.68 / 1.73 3.45 / 2.18 2.92 / 2.04 3.33 / 2.28 2.92 / 1.76 3.23 / 1.96 3.36 / 2.36

3.28 / 2.09 3.31 / 2.24 3.43 / 2.11 3.31 / 2.26 2.82 / 1.98 3.31 / 2.28 2.83 / 1.68 2.85 / 1.64 2.89 / 1.89

4.70 / 3.57 4.84 / 3.51 4.91 / 3.47 4.66 / 3.54 3.87 / 2.55 5.07 / 3.40 4.64 / 3.01 4.73 / 3.17 4.56 / 3.32

7.90 / 7.27 7.90 / 6.68 8.10 / 7.08 8.47 / 7.38 6.99 / 5.99 8.82 / 7.64 11.43 / 9.55 13.49 / 12.40 12.20 / 10.85

11.84 / 11.85 11.14 / 10.35 9.65 / 9.04 13.05 / 12.00 9.97 / 9.32 11.38 / 11.03 22.00 / 19.28 26.93 / 25.23 27.61 / 26.24

45

0

Figure S24. Estimated normal maps (top) and the corresponding angular error maps (bottom) of UniPS [6]. The mean and median errors for
each material are displayed at the top of each error map.



SDM-UniPS [7]
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Figure S25. Estimated normal maps (top) and the corresponding angular error maps (bottom) of SDM-UniPS [7]. The mean and median
errors for each material are displayed at the top of each error map.
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