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Abstract—Reconstruction of high dynamic range image from a single low dynamic range image captured by a conventional RGB camera, which suffers from over- or under-exposure, is an ill-posed problem. In contrast, recent neuromorphic cameras like event camera and spike camera can record high dynamic range scenes in the form of intensity maps, but with much lower spatial resolution and no color information. In this paper, we propose a hybrid imaging system (denoted as NeurImg) that captures and fuses the visual information from a neuromorphic camera and ordinary images from an RGB camera to reconstruct high-quality high dynamic range images and videos. The proposed NeurImg-HDR+ network consists of specially designed modules, which bridges the domain gaps on resolution, dynamic range, and color representation between two types of sensors and images to reconstruct high-resolution, high dynamic range images and videos. We capture a test dataset of hybrid signals on various HDR scenes using the hybrid camera, and analyze the advantages of the proposed fusing strategy by comparing it to state-of-the-art inverse tone mapping methods and merging two low dynamic range images approaches. Quantitative and qualitative experiments on both synthetic data and real-world scenarios demonstrate the effectiveness of the proposed hybrid high dynamic range imaging system. Code and dataset can be found at: https://github.com/hjynwa/NeurImg-HDR

Index Terms—High dynamic range imaging, neuromorphic sensor, hybrid camera, image fusion.

1 INTRODUCTION

HIGH Dynamic Range (HDR) images are desired in modern cameras (or camera phones) because they capture a much wider range of scene radiance variation. A lot of HDR imaging techniques have been developed in recent decades by the computer vision and graphics community, as summarized in [1]. Traditional methods include taking multiple Low Dynamic Range (LDR) images under different exposures, then merging them with different weights to reproduce an HDR image [7], [28]. Another approach is inverse tone mapping (iTM0) [2], which hallucinates texture details from a single LDR image. iTMO is obviously an ill-posed problem, which relies on predicting badly exposed regions from neighboring areas [47] or priors learned through deep neural networks [9], [10], [27], [42].

In recent years, some specially designed neuromorphic cameras, such as DAVIS [3] and Vidar [15], have drawn increasing attention of researchers. Neuromorphic cameras have unique features different from conventional frame-based cameras, they are particularly good at sensing very fast motion and high dynamic range scenes (1 μs and 120 dB for DAVIS346). The latter characteristic can be utilized to form an intensity map, which encodes useful information lost in conventional imaging by a dynamic range capped camera due to over- and/or under-exposure. Despite the distinctive advantages in dynamic range, neuromorphic cameras generally bear low spatial resolution (260 × 346 for DAVIS346) and do not record color information, resulting in intensity maps less aesthetically pleasing than LDR photos captured by a modern camera. It is therefore interesting to study the fusion of LDR images and intensity maps with mutual benefits being combined for high-quality HDR imaging.

To realize the fusion of hybrid images for HDR reconstruction, a “NeurImg” fusion pipeline was firstly introduced in [14], which merged visual information from a Neuromorphic camera and a conventional camera (usually as RGB Image) by the intensity map guided HDR network. We denote such an approach as “NeurImg-HDR”. It successfully took two types of images as input and bridged the great domain gaps on spatial resolution, dynamic range, color representation and so on to reconstruct a high-quality HDR image. A hybrid camera was built to demonstrate that NeurImg-HDR [14] is applicable to real cameras and scenes. Although the NeurImg-HDR [14] naturally supports HDR video, directly applying it in a frame-by-frame manner shows “flickering” artifacts due to the lack of temporal constraint. The simulation of intensity maps in previous NeurImg-HDR [14] tried to integrate different types of neuromorphic signals (e.g., events and spikes) into one type of data, which affected the performance of the proposed method when applying to real data. Due to the mismatching on spatial resolution of two input images fed for training
the network, the previous approach easily encounters bottleneck when reconstructing high-resolution HDR images (e.g., only supports $512 \times 512$ resolution).

In this paper, we extend the NeurImg-HDR pipeline in [14] from several aspects including HDR video generation and higher-resolution reconstruction, denoted as “NeurImg-HDR+” shown in Fig. 1. For HDR video reconstruction, we design a new chrominance compensation network with implicit color fusion and recurrent architecture to improve the quality of color restoration and the smoothness of HDR video over time. We introduce an upsampling network for intensity maps to match the spatial resolution of LDR images and achieve high-resolution reconstruction. At last, we analyze the limitations of merging two LDR images on dynamic range recovery and detailed information preservation to demonstrate the superiority of the proposed NeurImg fusion strategy. Our major contributions of this paper are summarized as follows:

1) We improve the chrominance compensation network and achieve temporal consistent HDR video reconstruction. We use the hybrid camera to capture a dataset named Hybrid Events & Spikes HDR (HES-HDR) dataset for testing, which consists of hybrid neuromorphic signals and ordinary LDR frames with spatial alignment and temporal synchronization.

2) We propose an improved architecture with three sub-networks according to the NeurImg fusion pipeline. The new upsampling network supports $8 \times$ super-resolution of intensity maps and achieves high-resolution HDR reconstruction up to $3200 \times 2000$ on real data. The new chrominance compensation network implicitly compensates $U$, $V$ channels and converts them to RGB frames in feature space.

3) We compare the proposed method to the state-of-the-art approach of merging two LDR images with different exposures. It demonstrates the limitations on dynamic range recovery and details preservation of the LDR-only approach, while fusing neuromorphic images can overcome such bottlenecks.

2 RELATED WORK

Image-based HDR reconstruction. The classic HDR imaging method was proposed by Mann and Picard [28], which merges several photographs under different exposures. However, aligning different LDR images may lead to ghosting in the HDR results due to misalignment caused by camera movement or changes in the scene. This problem incurs a lot of research on deghosting in HDR images [20], [36]. Instead of merging multiple images, inverse tone mapping was proposed by Banterle et al. [2], whose intent is to reconstruct visually convincing HDR images from a single LDR image. This ill-posed problem was attempted to be solved by several optimized approaches [25], [30].

In recent years, Convolutional Neural Networks (CNNs) have been applied to plenty of HDR image reconstruction tasks. Several works [17], [40] merged images under different exposure by feeding them to a neural network to reconstruct an HDR image. As for iTMO, Elietsern et al. [9] used a U-Net like network to predict the saturated areas, and applied a mask to reserve non-saturated pixels in LDR images, then fused the masked image with predicted image to get the HDR results. Some approaches [10], [24] predicted the LDR images under multiple exposures, then merged these LDR images using classic method [7]. Liu et al. proposed the single-image HDR reconstruction method [27] by learning the reverse camera pipeline. Santos et al. [42] conditionally applied convolutional layers on the saturated pixels by using a feature masking mechanism to get the HDR results.

For HDR video reconstruction, Kalantari et al. [19] proposed a patch-based optimization method to reconstruct the missing details in HDR videos. Li et al. [26] treated this problem as a maximum posterior estimation. They split background and foreground via a multi-scale adaptive kernel regression to tackle misalignment. Learning-based methods [5], [18] generated HDR video using convolutional networks that merge a sequence of frames with alternating exposures.

Computational HDR imaging. HDR imaging problem would become less ill-posed by using computational approaches or even unconventional cameras that implicitly or explicitly encode expanded dynamic range of the scene. Nayar et al. [35] added an optical mask on a conventional camera sensor to get spatially varying pixel exposures. Some approaches [22], [46] modified the inner structure of cameras to implement an HDR-video system, which used beam splitters to simultaneously capture multiple images with different exposure levels, then merged them into an HDR image. Zhou et al. [54] used a modulo camera [51] that wrapped the high radiance of an HDR scene periodically and saved as modulo information, then proposed UnModNet to unwrap and predict the HDR scene radiance pixel-wise. Mezler et al. [31] optimized the image signal processor (ISP) by placing a diffractive optical element (DOE) that encoded the saturated pixel values into nearby pixels. They used the information from the encoded measurements to recover clipped information.
There are bio-inspired neuromorphic sensors such as DAVIS [3] (Dynamic and Active Pixel Vision Sensor), ATIS [39] (Asynchronous Time-based Image Sensor), and spike camera (Vidar) [15] detecting the scene radiance asynchronously. This series of non-conventional sensors surpass conventional frame-based cameras in various aspects [11] including high dynamic range. Images reconstructed from raw event data have shown great potential in recovering very high dynamic range of the scene [41], [55]. Different from event data that is generated in a differential manner, spike data directly reflects the scene radiance by integrating asynchronously in each pixel [15]. Images reconstructed from spikes [52] can also recover high dynamic range due to the different densities of spike generation.

Hybrid fusion for HDR reconstruction. Combining neuromorphic data with conventional images to produce more visually pleasing HDR photos with higher resolution and realistic color appearance is becoming an interesting topic in recent years. Images captured by different types of sensors provide distinctive information of the scene. The fusion of hybrid signals can compensate each other for HDR reconstruction. The guided event filtering (GEF) [8] unified RGB images and event data via a motion compensation model to achieve high-resolution, noise-robust imaging. Wang et al. [48] integrated events based on event double integral (EDI) model [37] and merged to intensity frames for interpolation, then dealt with noise and artifacts using a variant of Kalman filter.

3 PROPOSED METHOD

3.1 NeurImg Fusion Pipeline

As illustrated in Fig. 1, our goal is to reconstruct HDR frames given the input of LDR frames I from a conventional camera and intensity maps X captured by a neuromorphic camera. We assume that the LDR frames do not suffer from the blurry artifact. Such a fusion pipeline can be conceptually illustrated using Fig. 2, which contains four key steps:

Color space conversion. Most conventional cameras record color images in RGB format and each channel contains pixel values represented by 8-bit integers. There exists a nonlinear mapping between scene radiance and the pixel values in the camera pipeline, so we have to firstly map LDR images to the linear domain via the inverse camera response function (CRF) $f^{-1}$. To fuse with the one-channel intensity map, we then convert the color space of LDR image from RGB to YUV. The Y channel $I_Y$ indicates the luminance of $I$ which is in the same domain of $X$, and $U, V$ channels contain the color information. We use $I_Y$ to fuse with intensity map and reserve $U, V$ channels as chrominance information to be added back later.

Spatial upsampling. To bridge the resolution gap between $X$ and $I_Y$, we need to enlarge the spatial resolution of the intensity map to make it have the same size as $I_Y$. The upsampling operation $S(\cdot)$ is defined as follows:

$$X^{SR} = S(X),$$  \hspace{1cm} (1)

where $X^{SR}$ is the upsampled intensity map. $S(\cdot)$ can be any upsampling operator such as the nearest neighbor or bicubic interpolation, or a pre-trained neural network for super-resolution.

Luminance fusion. To expand the dynamic range of $I_Y$ under the guidance of $X^{SR}$, an intuitive solution is to define a weighting function, which indicates the pixels that should be retained for fusion and those should be discarded. This can be implemented by adopting a similar merging strategy proposed by Debevec and Malik [7]. The fused value of $H_Y$ is calculated as follows:

$$H_Y = W(I_Y, X^{SR}) = \frac{w^I I_Y + w^X X^{SR}}{w^I + w^X},$$  \hspace{1cm} (2)

where $w^I$ and $w^X \in [0, 1]$ indicate corresponding weights for different types of input signals. A straightforward way to determine the weight values is to set a threshold $\tau$ (e.g., $\tau > 0.5$) manually. Pixel values (normalized to $[0, 1]$) lying in the effective range $[1 - \tau, \tau]$ are given larger weights to retain the information, while values outside of the range are either too dark (under-exposed) or too bright (over-exposed), hence smaller weights are given to discard such information. A binary mask could be calculated based on the threshold, which is the simplest way to get a weight map. Another option is to set weights as a linear ramp, which is similar
In this subsection, we describe the details of the proposed network, whose architecture is shown in Fig. 4. Our model takes LDR frame $I$ and intensity map $X$ as the input and contains three consecutive sub-networks: upsampling network, luminance fusion network, and chrominance compensation network.

First of all, inverse CRF and color space conversion are conducted offline as a pre-processing to $I$. Then for each pixel in the input $I_Y$, the proposed network learns to extend the bit-width under the guidance of the information encoded in $X$. We design specific modules in the network in accordance with the remaining three steps described in Sec. 3.1. Spatial upsampling of $X$ is realized by the newly added upsampling network, instead of concatenating multi-scale feature maps as the preliminary work [14]. It learns to super-resolve $X$ to match the resolution of $I$ with multiple scales. The luminance fusion process can be realized by attention gates and skip connections in the luminance fusion network. Therefore, we design the network with U-Net architecture that consists of double encoders (encoder of $I_Y$ and $X^{SR}$) and one decoder. Finally, the chrominance information is compensated from $I_U, I_V$ by the chrominance compensation network. The detailed architecture of three sub-networks will be introduced as follows.

Upsampling network. Compared with ordinary RGB cameras with tens of millions of pixels, the intensity maps captured by neuromorphic cameras are in low spatial resolution due to the restriction from currently available sensors. In order to fuse with LDR frame $I$, we should firstly upsample the intensity map $X$ to the same size of $I$. We perform an upsampling operation by a super-resolution network with residual dense connections. Dense connections can preserve detailed information from shallow to deep layers and fuse features in different scales for image reconstruction. The dense block outputs residuals between SR result $X^{SR}$ and the interpolated input $X$. Thus, the final $X^{SR}$ is the summation of intensity residuals and interpolated $X$. Compared to a naive upsampling operation $S(I)$, the convolutional layers learn a comprehensive representation from image context to realize upsampling operation by end-to-end back propagation, rather than simply rely on interpolation from nearby pixels. Considering that LDR frames have much higher resolution than the intensity maps (e.g., $2448 \times 2048$ vs. $346 \times 260$), for different resolution of $I$, we add different number of pixel shuffle layers [44] to the network for $2 \times, 4 \times$ and $8 \times$ SR.

Luminance fusion with attention masks. The fusion of pixel values in the luminance domain is the key step for dynamic range expansion. The proposed architecture applies skip-connections, which transfer feature maps between encoders and decoder to incorporate both rich textures in $I_Y$ and HDR information in $X^{SR}$. However, simply concatenating feature maps from two encoders is expected to be influenced by the dynamic range gap between the two input images. So we fuse the concatenated tensor by a $1 \times 1$ convolution before passing it to the next layer.

As stated in the luminance fusion part of Sec. 3.1, a weighting function $W(\cdot)$ is added to determine the weight of each pixel, which can be implemented by introducing attention mechanism in the network. We choose to use the self-attention gate [43] as a mask added on $I_Y$ that assigns different importance to different pixels of an image. The attention mask is computed by $1 \times 1$ convolution on the skip-connected feature maps from $I_Y$ encoder, and the feature maps from the last layer in the decoder. Then the convolved feature maps are activated by a non-linear function. The element-wise multiplication of attention mask and input feature map from $I_Y$ helps to filter the badly exposed pixels to the pixel-wise blending in [9]. Such a weighting function can be expressed as

$$w_i = \frac{0.5 - \max(|I_i - 0.5|, \tau - 0.5)}{1 - \tau}. \quad (3)$$

We use a real-captured sample to illustrated the weighting function in Eq. (3). The fusion result is shown in Fig. 3.

Chrominance compensation. After fusion in the luminance domain, $H_Y$ now contains HDR information in high-resolution, but without color information. The color can be compensated from $U, V$ channels of $I$, (i.e., $I_U, I_V$). Denote $C(\cdot)$ as the color compensation operator, this procedure can be represented as

$$H = C(H_Y, I_U, I_V), \quad (4)$$

which combines $H_Y$ with $I_U, I_V$, and converts it back to RGB color space. Due to the dynamic range gap between $H_Y$ and $I_U(I_V)$, directly combining them leads to unnatural color appearance, as shown in the weighted result in Fig. 3. We should use some color correction methods to recover the realistic color appearance.

The example in Fig. 3 demonstrates that simply applying the conceptual pipeline in Fig. 2 may not achieve a satisfying HDR image. The dynamic range gap between two images and limited color information lead to unrealistic HDR results.

To address these issues, we translate the pipeline in Fig. 2 as an end-to-end network $F(\cdot)$:

$$H = C(W(f^{-1}(I_Y), S(X)), I_U, I_V) = F(I, X; \theta), \quad (5)$$

where $\theta$ denotes parameters of the network. We will next introduce the specific concerns in realizing each of the four steps using deep neural networks.

### 3.2 NeurLmg-HDR+ Network

In this subsection, we describe the details of the proposed network, whose architecture is shown in Fig. 4. Our model takes LDR frame $I$ and intensity map $X$ as the input and contains three consecutive sub-networks: upsampling network, luminance fusion network, and chrominance compensation network.

The conceptual pipeline in Fig. 2 may not achieve a satisfying HDR information in high-resolution. The proposed architecture applies skip-connections, which transfer feature maps between encoders and decoder to incorporate both rich textures in $I_Y$ and HDR information in $X^{SR}$. However, simply concatenating feature maps from two encoders is expected to be influenced by the dynamic range gap between the two input images. So we fuse the concatenated tensor by a $1 \times 1$ convolution before passing it to the next layer.

As stated in the luminance fusion part of Sec. 3.1, a weighting function $W(\cdot)$ is added to determine the weight of each pixel, which can be implemented by introducing attention mechanism in the network. We choose to use the self-attention gate [43] as a mask added on $I_Y$ that assigns different importance to different pixels of an image. The attention mask is computed by $1 \times 1$ convolution on the skip-connected feature maps from $I_Y$ encoder, and the feature maps from the last layer in the decoder. Then the convolved feature maps are activated by a non-linear function. The element-wise multiplication of attention mask and input feature map from $I_Y$ helps to filter the badly exposed pixels.
and preserve areas with valid information for reconstruction. Compared to assigning weights intuitively like Eq. (2), our attention mask is computed from feature maps of two input images, and the learnable parameters can be trained end-to-end to find suitable weights for different input images.

As Fig. 4 indicates, we add attention gates only to the first skip-connections, instead of to all of them. We find that removing attention masks from the inner skip-connections results in better reconstruction. Figure 5 shows two examples of attention mask and the fusion results in luminance domain.

**Chrominance compensation network.** Given the HDR image in luminance domain $H_Y$, we combine it with chrominance information $I_U$ and $I_V$ from the LDR image, then convert it to RGB color space to recover color appearance. Figure 5 shows that almost perfect reconstructions in the luminance domain can be obtained by the luminance fusion network, while the chrominance compensation process with prior of $U, V$ channels from $I$ is more difficult when converted back to RGB color space. In our preliminary work [14], we concatenate $[H_Y, I_U, I_V]$ and convert it to RGB color space using the following function:

$$
\begin{bmatrix}
R \\
G \\
B
\end{bmatrix} = 
\begin{bmatrix}
1 & 0 & 1.140 \\
1 & -0.394 & -0.581 \\
1 & 2.032 & 0
\end{bmatrix}
\begin{bmatrix}
Y \\
U \\
V
\end{bmatrix}. 
$$

(6)

However, the directly converted $H_{RGB}$ may suffer from color distortion due to the dynamic range gap between $H_Y$ and $I_{UV}$. Because the luminance values of $Y$ channel are stored in high precision format (e.g., float), while the values in $U,V$ channels directly inherited from $I$ are still in the 8-bit integer format. Thus, the converted $H_{RGB}$ tends to be colorless especially after tone mapping. And it becomes more difficult for chrominance compensation network to restore the vivid color appearance, because the loss of precision has diffused into all three channels of $H_{RGB}$.

Therefore, we propose to make implicit color space conversion in the feature domain. The key problem is precision gap between $Y$ channel and $U,V$ channels, which are added to $U,V$ channels to compensate the precision gap. Then we convert features from YUV to RGB by fusing different source channels. According to Eq. (6), features of $R$ channel come from $Y$ and $V$ channels, while features of $G$ channel come from $Y,U$, and $V$ channels.

To reconstruct temporally consistent HDR videos, we exploit the correlation between consecutive input frames by introducing a recurrent structure after the fusion of RGB features. It maintains a hidden state that is computed from current input as well as the encoded past states from the previous input. With recurrent structure, the temporal complementary and redundant information through time can be well exploited to alleviate flickering artifacts and reduce noise in HDR video reconstruction. Details of recurrent block are described in Sec. 3.3.

For a natural appearance of HDR results $H$, we apply Generative Adversarial Networks (GANs) [13] architecture to perform chrominance compensation. The network described above is viewed as a generator that learns to recover realistic color appearance in HDR images. We train a discriminator simultaneously that accepts the output of the generator and the corresponding real HDR images. It distinguishes the reality of color appearance, then propagates adversarial loss back to both the generator and discriminator.

### 3.3 Extension to HDR Video Reconstruction

We extend the preliminary NeurImg-HDR [14] to HDR video reconstruction by introducing the recurrent block.
We first introduce two basic loss functions: pixel loss \( L_{\text{pixel}} \) and perceptual loss \( L_{\text{perc}} \) that all the three sub-networks use. Pixel loss computes the \( \ell_1 \) norm distance between network prediction \( F(x) \) and ground truth \( y \):

\[
L_{\text{pixel}} = \| F(x) - y \|_1. \tag{7}
\]

The perceptual loss is defined based on the feature maps of images extracted by the VGG-16 network [45] pre-trained on ImageNet:

\[
L_{\text{perc}} = \sum_h \left( \| \phi_h(F(x)) - \phi_h(y) \|_2^2 + \| G^2_h(F(x)) - G^2_h(y) \|_2^2 \right), \tag{8}
\]

where \( \phi_h \) denotes the feature map convoluted from \( h \)-th layer of the VGG-16 [45], \( G^2_h \) is the Gram matrix of feature maps \( \phi_h \) of two input images. Both of the two parts are computed by \( \ell_2 \) norm. We use the layers ‘relu1_2’, ‘relu2_2’, ‘relu3_3’ and ‘relu4_3’ of VGG-16 network [45] in our experiments to compute perceptual loss.

**Loss functions of upsampling network and luminance fusion network.** The upsampling network learns to super-resolve intensity maps to the corresponding resolution of LDR images. We define the loss function of upsampling network as:

\[
L_U = \alpha_1 L_{\text{pixel}} + \alpha_2 L_{\text{perc}}, \tag{9}
\]

where \( \alpha_1 \) and \( \alpha_2 \) are the weights for different parts of loss function. We set \( \alpha_1 = 100.0 \) and \( \alpha_2 = 3.0 \).

The luminance fusion network reconstructs images in the linear luminance domain, which covers a wide range of values. Directly calculating losses between the output image \( H_Y \) and ground truth \( H_Y \) may cause the loss function to be dominated by large values (bright pixels) of \( H_Y \), while the effect of small values (dark pixels) tends to be ignored. Therefore, it is reasonable to compute the loss function between \( H_Y \) and \( H_Y \) after tone mapping. The range of pixel values are compressed by the following function proposed by [17] after normalized to \([0, 1] \):

\[
T(H_Y) = \frac{\log(1 + \mu H_Y)}{\log(1 + \mu)}, \tag{10}
\]

where \( T(\cdot) \) is the tone mapping operator and \( \mu \) (set to be 5000) denotes the amount of compression. The tone mapping operator is computationally effective and differentiable, thus easy for back-propagation.

The loss function of luminance fusion network is similar to that of the upsampling network, except for calculating the distance between \( T(H_Y) \) and \( T(H_Y) \):

\[
L_L = \alpha_3 L_{\text{pixel}} + \alpha_4 L_{\text{perc}}. \tag{11}
\]

We set \( \alpha_3 = 100.0 \) and \( \alpha_4 = 3.0 \) in \( L_L \).

**Loss functions of chrominance compensation network.** As for the chrominance compensation network, in addition to pixel loss and perceptual loss, we introduce adversarial loss from the discriminator. The losses of generator and discriminator are inherited from traditional GANs [13]:

\[
L_{\text{gene}} = \mathbb{E}_{H_{YUV}} [\| D(G(H_{YUV})) - 1 \|^2], \tag{12}
\]

\[
L_{\text{disc}} = \mathbb{E}_{H_{Y}} [D(H_{Y})] + \mathbb{E}_{H_{YUV}} [1 - D(G(H_{YUV}))]. \tag{13}
\]
InputScene radianceBeam splitter
Conventional camera
Neuromorphic sensor
\[ \mathcal{L}_{\text{disc}} = \frac{1}{2} \left( \mathbb{E}_x [D(H) - 1]^2 \right) + \mathbb{E}_{y_{UV}} \left[ \mathbb{E} \left( (D(G(y_{UV})))^2 \right) \right] \] (13)
where \( G \) and \( D \) are generator and discriminator, and \( \mathbb{E} \) is the expectation function. We denote the input of chrominance compensation network \( y_{UV} \) as \( y_{UV} \) and the final output HDR image as \( H \). The total loss of chrominance compensation generator is:
\[ \mathcal{L}_C = \alpha_5 \mathcal{L}_{\text{pixel}} + \alpha_6 \mathcal{L}_{\text{perc}} + \alpha_7 \mathcal{L}_{\text{gene}}. \] (14)
We set \( \alpha_5 = 100.0, \alpha_6 = 3.0, \) and \( \alpha_7 = 10.0. \) The weighting parameters \( \alpha_i \) in loss functions balance the contributions of different parts of losses. Please refer to supplementary material for detailed analysis of how these weighting parameters are determined.

3.5 Dataset Preparation

Learning-based methods rely heavily on training data. However, there are no appropriate large-scale real HDR image datasets suitable for our purpose. Therefore, we collect HDR images from various image sources and video sources. Since the proposed network has two different types of images as input, we analyze the data formation process of different input and simulate each of them. For LDR images, we synthesize them from HDR images like taking photos with a virtual camera [9]. The formation process of LDR image \( I \) from HDR image consists of 4 main steps: dynamic range clipping, noise simulation, non-linear mapping, and quantization. As for intensity maps, we simulate them in accordance with the data generation mechanism of two different types of neuromorphic cameras. Please refer to supplementary material for more details of data simulation.

3.6 Training Strategy

The proposed network is implemented by PyTorch, and we use ADAM optimizer [21] during the training process with a batch size of 2. We use instance normalization with the activation function of LeakyReLU in the luminance fusion network. The output of the network is activated by a Sigmoid function that maps pixel values to the range \([0, 1]\). Both of the three networks are initialized with Xavier initialization [12]. During training, we apply phase-to-phase training for better learning efficiency, instead of learning all from scratch in an end-to-end manner. We train the upsampling network firstly with the input of low-resolution intensity maps \( X \) and ground truth \( X^{HR} \). Then we fix the upsampling network and train the luminance fusion network with the input of \( I_Y \) and \( X^{SR} \). Finally, we fix the previous two networks and train the chrominance compensation network with the input of \([H_Y, I_U, I_V]\). 600 epochs of training enables the networks to converge. The initial learning rate is \(10^{-5}\), during the first 400 epochs it is fixed, in the next 200 epochs, it decays to 0 with a linear strategy.

4 HYBRID CAMERA AND HES-HDR DATASET

4.1 System Setup

In order to demonstrate the effectiveness of the proposed method on real-world scenarios, we build a hybrid camera, which is composed of a conventional RGB camera and a neuromorphic camera (DAVIS346, or spike camera (Vidar) [15]) with the same lens. The prototype and specifications are illustrated in Fig. 7 and Table 1. There is a beam splitter (Thorlabs CCM1-BS013) with 50% splitting in front of the two sensors, which splits the incoming light and sends them to different sensors with the same view. We write a synchronization script to trigger two sensors simultaneously. Furthermore, the mobility of our hybrid system allows us to take photos both indoor and outdoor, which helps to validate that the proposed method is applicable to various scenarios.

4.2 Dataset Collection

We build a dataset named Hybrid Event & Spike HDR (HES-HDR) dataset using the hybrid camera to evaluate the fusion of neuromorphic and RGB hybrid signals. We capture HDR images and videos for various scenarios and collect two types of hybrid signals (e.g., event-RGB or spike-RGB) for each scene with spatial alignment and temporal synchronization. HES-HDR dataset includes both outdoor and indoor HDR scenarios. All the videos include global motion and/or local motion. In total, there are 20 video sequences, including 10 of event-RGB HDR videos and 10 spike-RGB HDR videos. Detailed introduction of the HES-HDR dataset can be found in the supplementary material.

5 EXPERIMENTS

5.1 Quantitative Evaluation using Synthetic Data

We compare two state-of-the-art deep learning based iTMO methods: Liu et al. [27] and Santos et al. [42]. The previous
Quantitative evaluations of the proposed NeuImg-HDR+ and comparing methods. These scores are averaged across all images in the whole test dataset. ↑ (↓) represents the higher (lower) the better results. The best results are in red, and the second best results are in blue.

<table>
<thead>
<tr>
<th>Method</th>
<th>PSNR-pu↑</th>
<th>SSIM-pu↑</th>
<th>PSNR-t↑</th>
<th>SSIM-t↑</th>
<th>LPIPS-t↓</th>
<th>HDR-VDP↑</th>
<th>HDR-VQM↓</th>
<th>TCM↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>NeurImg-HDR+</td>
<td>26.31</td>
<td>0.754</td>
<td>24.01</td>
<td>0.905</td>
<td>0.199</td>
<td>9.215</td>
<td>0.288</td>
<td>0.778</td>
</tr>
<tr>
<td>NeurImg-HDR [14]</td>
<td>22.21</td>
<td>0.709</td>
<td>20.01</td>
<td>0.858</td>
<td>0.204</td>
<td>7.400</td>
<td>0.451</td>
<td>0.721</td>
</tr>
<tr>
<td>Liu et al. [27]</td>
<td>18.08</td>
<td>0.568</td>
<td>17.75</td>
<td>0.726</td>
<td>0.229</td>
<td>5.219</td>
<td>0.338</td>
<td>0.706</td>
</tr>
<tr>
<td>Santos et al. [42]</td>
<td>9.66</td>
<td>0.311</td>
<td>11.28</td>
<td>0.612</td>
<td>0.288</td>
<td>3.361</td>
<td>0.265</td>
<td>0.453</td>
</tr>
<tr>
<td>LDR×2 [5]</td>
<td>17.14</td>
<td>0.596</td>
<td>16.49</td>
<td>0.712</td>
<td>0.337</td>
<td>5.806</td>
<td>0.425</td>
<td>0.584</td>
</tr>
</tbody>
</table>

Figure 8. Comparison between the proposed method and state-of-the-art deep learning based inverse tone mapping methods: Liu et al. [27] and Santos et al. [42]. We also compare with NeurImg-HDR [14] and a state-of-the-art approach [5] of merging two LDR images, denoted as LDR×2. The Q-Scores of HDR-VDP [33] are displayed in each image. Please zoom-in on the electronic versions for better details.

NeurImg-HDR [14] and a state-of-the-art method denoted as LDR×2 [5] that merges an over- and an under-exposed images are also included in comparison. The results are shown in Table 2 and Fig. 8. For LDR×2 method, we generate two LDR images with different exposure time from the HDR ground truth. We test different exposure ratios $\lambda$ for the whole test dataset, and find that $\lambda = 4$ achieves the highest performance. Therefore, we choose the optimal $\lambda$ as the comparison results in our experiments. Detailed analysis about the limitations of merging two LDR images can be found in Sec. 8 in the supplementary material. For the sake of fairness, we omit the comparison to merging three or more LDR images with different exposures.

Thanks to the extended dynamic range information provided by intensity maps, the proposed approach is able to recover rich texture details in the HDR results. For example, in the second row of Fig. 8, the outline of the intense light source (red inset) is clearly visible in our results, while this is not the case for other iTMO methods. Although merging two LDR images extends the dynamic range (more reliable than single-image solutions), it easily suffers from noise artifact due to the limited dynamic range covered by two LDR images, as shown in the man’s face in the first case. It is hard to obtain both HDR and detailed scene radiance using merely two LDR images.

Besides visual comparison, we conduct quantitative evaluations using various metrics as shown in Table 2. In the linear domain, we conduct the widely adopted HDR-
are firstly fused in the luminance domain (denoted as (DAVIS346) and spike camera (Vidar). The input images constructed on our HES-HDR dataset on both event camera to get intensity maps. Figure 10 shows HDR results reconstruction process in their paper. However, videos reconstructed short-long exposure mechanism following the frame generation process in their paper. However, videos reconstructed from LDR images as the ground truth and compute PSNR-t, SSIM-t, and LPIPS-t for tone mapped results, and HDR-VDP [33] in the linear domain, the results are shown in Table 3.

Thanks to the high temporal resolution property of neuromorphic cameras, we extend our model to high-frame-rate (HFR) video reconstruction. The misalignment on temporal domain can be alleviated by deformable convolution (DCN) [6], which introduces diverse offsets in multiple feature levels. DCN achieves implicit alignment and reduces warping errors effectively compared to explicit flow-based alignment [4]. Besides, DCN is a plug & play module without much modification to the original network architecture. Thus, we plug DCN in the luminance fusion network that aligns features from RGB frames to those from intensity maps before fusion, which achieves HFR HDR video reconstruction in the luminance domain. Please refer to the supplementary video for more HDR and HFR videos on our HES-HDR dataset.

5.3 High-resolution Reconstruction

The proposed model can handle higher spatial resolution (a typical DSLR or camera phone image with millions of pixels) once we upsample the low-resolution intensity to the corresponding resolution of LDR image. We trained upsampling network with different scaling factors (2×, 4×, 8×) to bridge the huge spatial resolution gap between intensity maps and LDR frames.

We show HDR results with different resolutions (denoted as 2×, 4× and 8×) on both synthetic data and real-captured images in Fig. 11. The proposed method takes high-resolution LDR frames as input to achieve detailed textures in reconstruction. For example, the contour of the sculpture (green box in the top right case) and the edges of windows (red box in the bottom left case) are much clearer in 8× results, which preserves the high-resolution details from LDR input. We can reconstruct up to 3200 × 2000 HDR results on Vidar-based and 2768 × 2080 on DAVIS-based hybrid camera. The spatial resolution is limited by the sensor size of neuromorphic cameras. If we use neuromorphic camera with a larger sensor size, such as Prophesee Gen 4 [38] with 1280 × 720 pixels, achieving even higher resolution could be possible.

5.2 Results on Real-world Images and Videos

We capture photos and videos for both indoor and outdoor high dynamic range scenes to evaluate the effectiveness of the proposed method. HDR event streams are firstly converted to intensity maps using E2VID [41]. While for spikes, we apply a time window [15] to integrate spikes to get intensity maps. Figure 10 shows HDR results reconstructed on our HES-HDR dataset on both event camera (DAVIS346) and spike camera (Vidar). The input images are firstly fused in the luminance domain (denoted as $H_Y$ in Fig. 10) and then compensated by the chrominance information to get the final colorful HDR images. Results show that the proposed method can successfully fuse the input $I$ and $X$ to reconstruct high-quality HDR images. For example, the texture of dome building (the second case of Vidar) is over-exposed due to the strongly reflected sunlight, but the detailed texture could be captured by the neuromorphic cameras, and recovered in the fusion results using our method. We conduct the quantitative evaluation on real-world images by capturing multiple LDR images with exposure-bracketing. We merge LDR images as the ground truth and compute PSNR-t, SSIM-t, and LPIPS-t for tone mapped results, and HDR-VDP [33] in the linear domain, the results are shown in Table 3.

<table>
<thead>
<tr>
<th>Method</th>
<th>PSNR-t</th>
<th>SSIM-t</th>
<th>LPIPS-t</th>
<th>HDR-VDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>NeurImg-HDR+</td>
<td>23.25</td>
<td>0.982</td>
<td>0.164</td>
<td>7.847</td>
</tr>
<tr>
<td>NeurImg-HDR [14]</td>
<td>21.22</td>
<td>0.936</td>
<td>0.247</td>
<td>5.552</td>
</tr>
</tbody>
</table>

$H_Y$ in Fig. 10 and then compensated by the chrominance information to get the final colorful HDR images. Results show that the proposed method can successfully fuse the input $I$ and $X$ to reconstruct high-quality HDR images. For example, the texture of dome building (the second case of Vidar) is over-exposed due to the strongly reflected sunlight, but the detailed texture could be captured by the neuromorphic cameras, and recovered in the fusion results using our method. We conduct the quantitative evaluation on real-world images by capturing multiple LDR images with exposure-bracketing. We merge LDR images as the ground truth and compute PSNR-t, SSIM-t, and LPIPS-t for tone mapped results, and HDR-VDP [33] in the linear domain, the results are shown in Table 3.
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<td>0.936</td>
<td>0.247</td>
<td>5.552</td>
</tr>
</tbody>
</table>

The HDR-VDP metrics [33] compute visual difference and predict the visibility and quality between the reconstructed and ground truth HDR images. It produces the quality map and Q-Score for each HDR image to indicate the quality of HDR reconstruction. Figure 9 shows the quality maps of different methods, which display the difference probability between a predicted HDR image and the ground truth. We set the peak luminance (in cd/m²) to 200 and display contrast as 1000 : 1 when conducting HDR-VDP [33] evaluation. Both visual comparisons and quantitative evaluation results show that the proposed approach achieves much higher quality in HDR image reconstruction compared to other state-of-the-art methods.

We test the proposed method and the comparing approaches on 13 different HDR video sequences with the number of frames varies from 151 to 834. Compared to iTMO methods [27], [42], videos from NeurImg-HDR+ recover much more details on both over-exposed and under-exposed regions. For LDR × 2 [5], we set video frames with a short-long exposure mechanism following the frame generation process in their paper. However, videos reconstructed from LDR × 2 [5] suffer from noise and “flickering” artifacts due to the exposure gap between consecutive frames. Please refer to the supplementary video for more results.
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Quantitative comparison on real-world data.

<table>
<thead>
<tr>
<th>Method</th>
<th>PSNR-t</th>
<th>SSIM-t</th>
<th>LPIPS-t</th>
<th>HDR-VDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>NeurImg-HDR+</td>
<td>23.25</td>
<td>0.982</td>
<td>0.164</td>
<td>7.847</td>
</tr>
<tr>
<td>NeurImg-HDR [14]</td>
<td>21.22</td>
<td>0.936</td>
<td>0.247</td>
<td>5.552</td>
</tr>
</tbody>
</table>

5.2 Results on Real-world Images and Videos

We capture photos and videos for both indoor and outdoor high dynamic range scenes to evaluate the effectiveness of the proposed method. HDR event streams are firstly converted to intensity maps using E2VID [41]. While for spikes, we apply a time window [15] to integrate spikes to get intensity maps. Figure 10 shows HDR results reconstructed on our HES-HDR dataset on both event camera (DAVIS346) and spike camera (Vidar). The input images are firstly fused in the luminance domain (denoted as VDP-3 [33] (range in [0, 10]) for images. For HDR videos, we use HDR-VQM [34] and TCM [49] metrics (both range in [0, 1]) to evaluate the HDR restoration quality and temporal consistency. In the perceptually uniform pixel domain [29], we compute peak signal-to-noise ratio (PSNR-pu), and structural similarity (SSIM-pu). Besides, we evaluate HDR images after tone mapping using Eq. (10) by conducting PSNR-t, SSIM-t, and learned perceptual image patch similarity (LPIPS-t) [50] metrics.

The HDR-VDP metrics [33] compute visual difference and predict the visibility and quality between the reconstructed and ground truth HDR images. It produces the quality map and Q-Score for each HDR image to indicate the quality of HDR reconstruction. Figure 9 shows the quality maps of different methods, which display the difference probability between a predicted HDR image and the ground truth. We set the peak luminance (in cd/m²) to 200 and display contrast as 1000 : 1 when conducting HDR-VDP [33] evaluation. Both visual comparisons and quantitative evaluation results show that the proposed approach achieves much higher quality in HDR image reconstruction compared to other state-of-the-art methods.

We test the proposed method and the comparing approaches on 13 different HDR video sequences with the number of frames varies from 151 to 834. Compared to iTMO methods [27], [42], videos from NeurImg-HDR+ recover much more details on both over-exposed and under-exposed regions. For LDR × 2 [5], we set video frames with a short-long exposure mechanism following the frame generation process in their paper. However, videos reconstructed from LDR × 2 [5] suffer from noise and “flickering” artifacts due to the exposure gap between consecutive frames. Please refer to the supplementary video for more results.
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<td>NeurImg-HDR+</td>
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<td>0.982</td>
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<td>0.247</td>
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</tr>
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The HDR-VDP metrics [33] compute visual difference and predict the visibility and quality between the reconstructed and ground truth HDR images. It produces the quality map and Q-Score for each HDR image to indicate the quality of HDR reconstruction. Figure 9 shows the quality maps of different methods, which display the difference probability between a predicted HDR image and the ground truth. We set the peak luminance (in cd/m²) to 200 and display contrast as 1000 : 1 when conducting HDR-VDP [33] evaluation. Both visual comparisons and quantitative evaluation results show that the proposed approach achieves much higher quality in HDR image reconstruction compared to other state-of-the-art methods.
5.4 Ablation Studies

In this section, we conduct extensive ablation experiments to analyze the design of network structure and combination of loss functions by comparing with different variants. Quantitative comparison for different variants is shown in Table 4.

Comparison with NeurImg-HDR. The major differences in network architecture between NeurImg-HDR+ and NeurImg-HDR [14] are the encoder of $X^{SR}$ and chrominance compensation network. We propose an independent upsampling network to super-resolve the intensity map to different resolutions corresponding to $I$, instead of concatenating multi-scale feature maps in the decoder of luminance fusion network like [14]. We convert the color space from YUV to RGB in feature space in the chrominance compensation network to overcome the dynamic range gap between color channels. The discriminator added on the chrominance

Figure 11. High-resolution reconstruction in different scales. The top samples are synthetic images, and the bottom two samples are real data. The insets are the HDR results of $2 \times$, $4 \times$, and $8 \times$ SR for intensity maps. Please zoom-in on the electronic version for better details.

However, when handling extremely large spatial resolution gap (e.g., $8 \times$ SR), some blurry artifacts are unavoidable in completely saturated regions, such as the blur windows contour (red box in the bottom left case). Because these saturated regions in LDR images are filtered by the attention masks, and the HDR result can only rely on low-resolution intensity maps in these regions.
compensation network provides the adversarial loss for compensating chrominance information, which makes HDR results more natural compared to NeurImg-HDR [14].

**Without attention masks.** We validate the effectiveness of the attention mask module by removing it and then compare the reconstruction results with the complete network. Without attention masks, it is difficult for the network to accurately distinguish the information to reserve or discard, hence leads to some artifacts and low-quality reconstruction. The over-exposed regions cannot fully take advantage of the HDR intensity map to recover structural details.

**Single encoder architecture.** We compare our network with a single encoder architecture, which removes the encoder of $X^{SR}$ in the luminance fusion network. This can be achieved by concatenating $X^{SR}$ and $I_y$ at first, then sending the 2-channel tensor to a single encoder. In this case, two images from different domains are directly combined instead of fused at multi-scale feature space, which causes performance to drop a lot.

**End-to-end training.** The proposed network is trained in a phase-to-phase manner. If we train three sub-networks simultaneously in an end-to-end manner, they cannot be optimized for their own objectives effectively, which makes it difficult for the whole network to converge simultaneously. However, putting the loss function variants aside, the variant with end-to-end training has relatively better performance than other variants. It is because there are no architecture or loss function changes. Different training mechanisms have less impact on the final performance of the proposed network.

**Loss functions.** We investigate the effect of different terms in loss functions. The loss functions we used in the proposed NeurImg-HDR+ is $L_{pixel} + L_{perc} + L_{adv}$. The variants are trained with only pixel loss (denoted as $L_{pixel}$), removing adversarial loss (denoted as $L_{pixel} + L_{perc}$), and replacing pixel loss with $\ell_2$ norm (denoted as $\ell_2 + L_{perc} + L_{adv}$). Results show that removing adversarial loss has the minimum effect that achieves 3 runner-ups in Table 4.

**Without recurrent block.** To validate the effectiveness of recurrent block in maintaining temporal consistency of videos, we remove the recurrent block in chrominance compensation network, and test on 13 synthetic HDR videos. The variant without recurrent block achieves 0.326 in HDR-VQM metrics (lower is better) and 0.693 in TCM metrics (higher is better). Compared to the model with recurrent block, it is 11.7% and 12.3% worse in these two metrics, respectively. HDR videos reconstructed with recurrent block achieves better temporal consistency and less flickering artifacts.

### 6 Conclusion

We propose an HDR imaging method using the hybrid camera, which fuses the LDR frames and the intensity maps to reconstruct visually pleasing HDR videos. The preliminary NeurImg-HDR approach [14] has been improved in various aspects to achieve more natural color appearance, higher resolution reconstruction, and HDR video generation. Besides, we analyze the limitations of merging two LDR images and validate the superiority of the NeurImg fusion approach. Extensive experiments on synthetic data and the HES-HDR dataset captured by our hybrid camera demonstrate that the proposed method outperforms state-of-the-art comparing methods.

**Limitation and discussion.** We have tried to conduct frame interpolation and generate HFR videos in the luminance domain when capturing fast-moving scenes. It verifies that it is potentially possible to generate HFR HDR videos with the proposed method. However, for color restoration in HFR HDR videos, there is unsatisfactory color distortion due to the huge loss of chrominance information in both spatial and temporal domains. Since there are no HDR chrominance channels as references, the chrominance compensation results may degrade.
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7 DATA SIMULATION PROCESS

The simulation of different types of data is important to make the trained neural network generalize to real data. The conventional RGB cameras and neuromorphic cameras operate in quite different manners, and output data with different mechanisms and formats. For example, RGB cameras capture images or videos with shutter to control the incident light. While event cameras and spike cameras respond to scene brightness asynchronously in each pixel. Therefore, it is necessary to analyze and model the data generation process and noise pattern of RGB cameras and neuromorphic cameras when conducting accurate simulation. We build our training and testing dataset by collecting HDR images from various image sources [1], [2], [9], [12], [13], [30], [37] and video sources [3], [4], [11], [24], [35]. The data simulation process is described as follows.

7.1 LDR Image Simulation

For LDR images, we synthesize them from HDR images like taking photos with a virtual camera [8]. Given the radiance of a scene $E$ and exposure time $\Delta t$, the HDR image $H$ is formed by $H = E \times \Delta t$. Then the formation process of LDR image $I$ from HDR image consists of 4 main steps: dynamic range clipping, noise simulation, non-linear mapping, and quantization, which is denoted as:

$$I = \left\lfloor 255 \cdot f(\max(\min(H, 1), 0) + n) \right\rfloor,$$

where $f$ is camera response function and $n$ represents noise. Therefore, we simulate LDR images according to the formation pipeline denoted in Eq. (17). The irradiance values of HDR images are firstly rescaled to $[0, 1]$, then multiplied by random exposure time $\Delta t$. We clip pixel values larger than $1.0$ as the saturated regions. By modeling photon sensing with Poisson distribution and the remaining stationary disturbances with Gaussian distribution, we add Poisson-Gaussian noise [10] to generate noisy LDR images. In our simulation, darker regions in LDR images suffer from more severe noise, which is consistent with real images from conventional RGB cameras. Finally, we apply non-linear mapping with different camera response curves from the database of response functions (DoRF) [15] and quantize them as 8-bit LDR images.

7.2 Intensity Map Simulation

As for the intensity maps, we simulate them in accordance with the data generation mechanism of two different types of neuromorphic cameras.

Event-based intensity map. Event cameras detect the changes of brightness$^1$ and output a sequence of event frames. We use brightness as a perceived quantity, which refers to log intensity for scenes with uniform light.

Figure. 12. The simulation process of event-based and spike-based intensity maps. (a) Event-based intensity maps simulation. (b) Spike-based intensity maps simulation.

---

$^1$ We use brightness as a perceived quantity, which refers to log intensity for scenes with uniform light.
streams that contains timestamp, location, and polarity of brightness changes. Thanks to the HDR property of event sensors, the HDR radiance is recorded in a differential manner by event cameras. To simulate events, we generate a randomly moving trajectory for each HDR image and move it along the trajectory to get an HDR video. Then we use the event simulator (V2E) [7] to simulate event streams based on the movement between two consecutive frames. We set the threshold of event triggering to 0.18 with a variance of 0.03. The leak noise and temporal noise rates are set to 0.01 and 0.001, respectively. The parameters of V2E [7] are in accordance with real event cameras for more accurate simulation.

Intensity maps are then reconstructed from sparse event streams in an “integration” manner [23] or by a trained neural network [20], [31], [32], [36], [40]. Among those methods of reconstructing intensity maps from events, we choose the E2VID [32] network to transfer event streams into intensity maps. The process of events and intensity maps simulation is illustrated in Fig. 12 (a). Due to the limited resources of HDR videos, we use such a way to generate a large scale training event data.

Spike-based intensity map. Intensity maps can also be acquired from a spike camera (Vidar) [18]. Each pixel of the spike camera accumulates luminance independently, and outputs temporally asynchronous spikes. The accumulator at each pixel gathers luminance digitalized by the A/D converter. Once the accumulated intensity reaches a predefined threshold, a spike (indicated as a pixel value of 1) is fired at this time stamp, then the corresponding accumulator is reset in which all the charges are drained. If there are no spike fired at this timestamp, we get 0 for this pixel. Thus, spike cameras output spike frames with binary values in a high-temporal resolution (40000 spike frames per-second). We can easily find that the HDR scenes can be well recorded in an integrated manner by spike cameras due to the independent spiking mechanism. The bright regions will trigger dense spike streams because high luminance means a high frequency of spike firing, and vice versa. We first rescale pixel values of HDR frames to [0, 1], then simulate spike frames for each HDR frame by regarding the pixel luminance values as spikes firing probabilities. Since Vidar suffers from dark current noise in low light intensity, we add fixed pattern noise [39] on each spike frame to achieve more realistic simulation.

To get the intensity map from spike frames, we apply a moving time window to integrate the spikes in a specific period, and the intensity map can be computed by counting these spikes pixel-wisely [18], as shown in Fig. 12 (b).

### 7.3 Similarity between Synthetic Data and Real Data

To demonstrate the effectiveness of our simulation, we show the similarity between our synthetic data and real-captured
data in Fig. 13. We capture multiple LDR images with exposure bracketing and merge them to reconstruct the HDR image as ground truth. The camera response function (CRF) is estimated during the process. Then, we conduct our data simulation process to generate LDR images and intensity maps. For LDR images, we can easily get the exposure ratios by computing the linearized LDR images divided by HDR ground truth. We select three pairs of synthetic and real LDR images, and compute the difference maps between them. For intensity maps, we use both the spike camera (Vidar [18]) and the event camera (DAVIS346 [5]) to capture the same scenario. The intensity maps are reconstructed by integration of spike frames from Vidar [18], or by E2VID [32] from event streams. The results demonstrate our simulation is quite similar to real data on both LDR images and intensity maps.

8 WHY NOT MERGE TWO LDR IMAGES?

Since we combine images from two different cameras, it is natural to consider why not replacing the neuromorphic camera with a much cheaper conventional camera and merging two LDR images to get an HDR result. In this section, we analyze the advantages of combining with an intensity map comparing with an additional LDR image.

For an extreme case, if we capture two images (for simplicity, we use LDR images that are captured using cameras with a linear CRF) with an exposure ratio of 256 : 1, which means the saturation pixels in the short exposed image are set to be the darkest pixel in the long exposed image, covers the dynamic range up to 96 dB according to [29]. When the dynamic range of a scene is not very high, which can be well covered by two LDR images, merging these two images can achieve reasonably good results. However, two LDR images cannot cover very high dynamic range scenarios. In such a case, the advantage of NeuImg-HDR fusion naturally appears. An intensity map captured by a neuromorphic camera covers a much higher dynamic range (e.g., 120 dB for DAVIS346) than any LDR image. However, images captured by a conventional camera suffer from noise or saturation if the exposure time is too short or too long. We analyze merging two LDR images with different exposure ratios \( \lambda \), and demonstrate that the results from the NeuImg fusion method outperform that from merging two LDR images in very high dynamic range situation.

When merging two LDR images for HDR reconstruction, artifacts from noise and saturation are unavoidable. We provide such analysis using an example illustrated in Fig. 14. Firstly, we use our hybrid camera to capture a sequence of LDR images with different exposure time, while fixing other parameters like aperture and ISO. Then the only variable is shutter speed. So we can get the ground truth HDR image by merging these LDR images. Finally, we merge the selected two LDR images to acquire an HDR image using a state-of-the-art weighting and averaging method [26].

For case in Fig. 14 (a), we select LDR images with the shortest exposure time and longest exposure time to cover both very bright information (the outline of the distant building), and very dark details (the motorbike in the right side) to reconstruct a very high dynamic range scene. The image with long exposure (green line) has a large area of saturation while the image with a short exposure (blue line)
is mainly influenced by noise. However, a too large exposure ratio brings the loss of detailed information, such as the artifacts on the car and ground. The merged result is mainly influenced by the too large exposure gap.

In contrast, if we try to preserve the detailed information accurately, it is inevitable to sacrifice the dynamic range due to the limit of conventional CMOS or CCD sensors, as shown in Fig. 14 (b). We choose LDR images with a smaller exposure ratio $\lambda$ to recover more accurate details. But the very high radiance area in the scene cannot be captured by either of the two differently exposed images. As a result, although the detailed information reconstructed by such an exposure ratio is less noisy than the case in Fig. 14 (a), it is impossible to recover the scene radiance out of dynamic range bound (e.g., the reflection on the car and the ground). The merged result in this situation is dominant by saturation artifact in the over-exposed region. Since taking a good trade-off to suppress both noise and saturation artifacts by only merging two LDR images is practically difficult, existing exposure bracketing HDR approaches usually need more than three LDR images.

The proposed NeurImg fusion approach essentially differs from merging two LDR images. As shown in Fig. 14 (c), since the neuromorphic cameras capture intensity maps with a much higher dynamic range than any ordinary LDR image, we do not need to worry about how to balance the ratio of exposure time between two LDR images. The LDR image just needs to be exposed in an appropriate setting (neither too bright nor too dark) to keep majority of chrominance information valid. Although intensity maps are noisy and low-resolution, the NeurImg fusion pipeline bridges domain gaps between the LDR images and the intensity maps as stated in Sec. 3 to realize HDR reconstruction. The zoom-in boxes show that the proposed method achieves much higher quality in both high (with little saturation, green inset) and low radiance (with little noise, red inset) regions.

### 9 Discussion of Network Architecture

#### 9.1 Effectiveness of Upsampling Network

We train the upsampling networks ($2\times$, $4\times$, and $8\times$) to bridge the spatial resolution gap between intensity maps and LDR images. Compared to basic pixel interpolation methods like bilinear or bicubic interpolation, the trained upsampling network achieves better performance in final results. When using basic pixel interpolation methods, the noise in intensity maps will be preserved and enlarged in interpolated results. However, the upsampling network is trained with clean high-resolution intensity maps, which not only achieves super-resolution, but also suppresses noise in intensity maps. As shown in Table 5, the final results with our upsampling networks outperform other basic pixel interpolation methods.

#### 9.2 Implicit vs. Explicit Color Space Conversion

In chrominance compensation network, we use implicit color space conversion from YUV to RGB. In the preliminary version of NeurImg-HDR [16], we used explicit color space conversion, which ignored the dynamic range gap and precision gap (e.g., 8-bit unsigned integer data vs. 32-bit float data) between HDR luminance channel and LDR chrominance channels. If we simply concatenate the HDR luminance channel ($H_Y$) and LDR chrominance channels ($U, V$) as a 3-channel tensor $[H_Y, U, V]$, and explicitly transfer it to RGB color space, the converted $H_{RGB}$ loses precision in all three channels ($R, G$, and $B$), and tends to be colorless, especially after tone mapping, as shown in the $H_{RGB}$ in Fig. 15. In this case, it becomes more difficult for chrominance compensation network to restore the vivid color appearance, because the loss of precision has diffused into all three channels of $H_{RGB}$.

However, the implicit color space conversion considers the dynamic range gap and precision gap between luminance channel and chrominance channels by computing and compensating the residuals for $U$, $V$ channels. Then the compensated chrominance channels $\hat{U}, \hat{V}$ have the same precision scale with HDR luminance channel $H_Y$. The $Y$, $U$, and $V$ channels are converted to $R$, $G$, and $B$ channels respectively in the feature levels. To properly assign weights for features from different color channels, we apply squeeze and excitation [17] operation in chrominance compensation network when converting to RGB color space. The final results demonstrate the advantages of implicit color space conversion over explicit one on both visual and quantitative evaluations.

#### 9.3 Effectiveness of Recurrent Block

We use the recurrent block in chrominance compensation network to suppress the flickering artifacts when reconstructing HDR videos. Recurrent block has been proved to be an effective way in relieving flickering artifacts in previous works of video construction [19], [21], [32]. The recurrent block can be integrated to the network by plugging in a hidden state with chrominance compensation network as
shown in Fig. 4 in the main manuscript. It doesn’t increase the whole parameters and computation cost too much and achieves good performance in relieving flickering artifacts. In Table 6, we compare our recurrent-based network with deep video prior (DVP) [25], which regards the flickering artifacts as the noise in temporal domain, and use another network trained independently to suppress this kind of “noise”. We evaluate the temporal consistency of test videos using temporal consistency metrics (TCM) metrics [38]. The results show that recurrent block outperforms DVP [25] in preserving temporal consistency when reconstructing HDR videos.

<table>
<thead>
<tr>
<th>Loss Functions</th>
<th>Recurrent block</th>
<th>DVP [25]</th>
</tr>
</thead>
<tbody>
<tr>
<td>TCM↑</td>
<td>0.778</td>
<td>0.666</td>
</tr>
</tbody>
</table>

10 Analysis of Weighting Parameters in Loss Functions

In this section, we analyze how the weighting parameters $\alpha_i$ in loss functions for each sub-network are determined. There are three basic loss functions: pixel loss $L_{\text{pixel}}$, perceptual loss [22] $L_{\text{perc}}$, and adversarial loss [14] $L_{\text{adv}}$, that we combine to optimize the network. Since the perceptual loss is the sum of $\ell_2$ norm of multiple layers from VGG-16 [34] network, the value of perceptual loss at the beginning of training is much larger than pixel loss, which is the $\ell_1$ norm distance between two images normalized in the range $[0, 1]$. Since the pixel loss basically minimizes the distance between the output and ground truth compared to perceptual loss, it is necessary to enlarge the weighting parameter of pixel loss to the same scale of perceptual loss to avoid that the total loss function is dominated by perceptual loss. While the adversarial loss for the generator is like an auxiliary loss to make the results more natural and vivid for human perception. So the scale of adversarial loss should be lower than the other two. The losses after multiplied by weighting parameters are plot in Fig. 16. If the weighting parameters are not suitably set, it will be difficult for the network to converge.

Besides the analysis above, we have conducted comprehensive ablation experiments to find an optimal combination of weighting parameters. As shown in Table 7, we firstly analyze how to balance the weights between $L_{\text{pixel}}$ and $L_{\text{perc}}$ in luminance fusion network, which is optimized by loss function $L_L$ expressed in Eq. (11). Since the initial values of perceptual loss are much larger than pixel loss, we only change the weighting parameter of pixel loss to balance the weights between them. We find that the combination of weighting parameters as 100.0 for $L_{\text{pixel}}$ and 3.0 for $L_{\text{perc}}$ achieves the best results in comprehensive evaluations. Then for chrominance compensation network, which is optimized by loss function $L_C$ expressed in Eq. (14), the adversarial loss is an extra auxiliary loss compared to $L_L$.

We fix the weighting parameters of $L_{\text{pixel}}$ and $L_{\text{perc}}$ the same as $L_L$ and change the weights of $L_{\text{adv}}$. Results show that chrominance compensation network has the optimal performance when setting the parameter of $L_{\text{adv}}$ to 10.0. Finally, the weighting parameters in loss functions are determined by theoretical analysis and ablation experiments.

11 Computational Cost

In this section, we analyze the number of parameters, the training time, and the inference speed of the proposed network. The number of parameters of upsampling networks, luminance fusion network, and chrominance compensation network are 2.00M, 33.51M, and 8.46M, respectively. The total number of parameters of our network is 43.98M. Since the proposed network has three sub-networks, and they are trained phase-to-phase, the total training time is the sum of three sub-networks, which is around 18 hours on an NVIDIA Titan RTX graphics card. For inference speed, we test our model on 70 HDR images, and compute the average inference speed. For a $512 \times 512$ image, our approach spends 101.55ms on an NVIDIA RTX 3080 Ti graphics card. Compared with preliminary NeurImg-HDR [16], which has 42.80M parameters with a inference speed of 69.89ms per image, the NeurImg-HDR+ has a comparable network size and spends more time on inference phase though, there is a huge improvement of the performance on restoring HDR images and videos.
12 HES-HDR Dataset

In this section, we describe the detailed information of the collected Hybrid Event & Spike HDR (HES-HDR) dataset. We use the hybrid camera to capture various scenarios and build our dataset of RGB-neuromorphic video pairs. As shown in Table 8, in total, there are 20 video pairs, including 10 videos captured using the event camera (DAVIS346 [5]) and 10 videos captured using the spike camera (Vidar [18]). The HES-HDR dataset covers both indoor and outdoor HDR scenarios with camera motion or/and scene motion. We put a simple description to each video for easy reference. All the RGB frames are provided in .jpg format. Event data are provided in stream-like .txt format, and Spike data are provided in spike frame-like .npz format.

13 Geometric Calibration

In this section, we introduce the geometric calibration between two sensors of the hybrid camera. Since the two different views captured by the hybrid camera contain inevitable misalignment, we address this issue by conducting geometric calibration and cropping the center part from two views to extract the well-aligned regions as $I$ and $X$ for reconstruction. We consider homography and radial distortion between two camera views. Since event camera needs intensity changes to generate event signals, we choose to use a blinking checkerboard pattern displayed on a screen while keeping the hybrid camera system stationary. In order to extract the angular points from event data, we integrate the captured events over a time window (the time window should be no longer than the blinking period) to reconstruct the checkerboard image. As for the spike camera, the checkerboard pattern should be fixed without blinking and we just need to integrate a small period of spikes (around 300 spikes) data to reconstruct the intensity of the checkerboard.

It is easy for a conventional RGB camera to capture the stable checkerboard pattern. Then we convert it to grayscale. The angular points on the checkerboard are detected as the key points for calibration. The 2D-based calibration includes a homography transformation estimated based on the central key points and an anti-distortion transformation estimated based on all the key points. We crop the overlapped area of two images and force the height and width of $I$ to be even number multiples of those of $X$ for the purpose of following an upsampling operation by the proposed network.

14 Additional HDR Results

In addition to Fig. 8 in the main paper, we provide more comparisons on synthetic data between the proposed NeuIRmg-HDR+ and other methods in Fig. 17, including NeuIRmg-HDR [16], Liu et al. [27], Santos et al. [33], and LDR$\times2$ [6]. We also show more results on real data in Fig. 18. More video results on synthetic data and real data are shown in the supplementary video.
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Figure 17. More visual results on synthetic data.
Figure 18. More visual results on real data.
<table>
<thead>
<tr>
<th>serial number</th>
<th>neuromorphic camera</th>
<th># of frames</th>
<th>spatial resolution</th>
<th>indoor/outdoor</th>
<th>camera motion</th>
<th>scene motion</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>#event_01</td>
<td>DAVIS346</td>
<td>164</td>
<td>260×346</td>
<td>outdoor</td>
<td>✓</td>
<td>✓</td>
<td>the sun shining on the ground</td>
</tr>
<tr>
<td>#event_02</td>
<td>DAVIS346</td>
<td>391</td>
<td>237×329</td>
<td>indoor</td>
<td>✓</td>
<td>✓</td>
<td>capturing the outside scene through windows</td>
</tr>
<tr>
<td>#event_03</td>
<td>DAVIS346</td>
<td>328</td>
<td>237×329</td>
<td>indoor</td>
<td>✓</td>
<td>✓</td>
<td>capturing the windows from indoor</td>
</tr>
<tr>
<td>#event_04</td>
<td>DAVIS346</td>
<td>389</td>
<td>237×329</td>
<td>outdoor</td>
<td>✓</td>
<td>✓</td>
<td>the wall reflecting the sunlight</td>
</tr>
<tr>
<td>#event_05</td>
<td>DAVIS346</td>
<td>378</td>
<td>237×329</td>
<td>outdoor</td>
<td>✓</td>
<td></td>
<td>static car and fence with camera motion</td>
</tr>
<tr>
<td>#event_06</td>
<td>DAVIS346</td>
<td>396</td>
<td>237×329</td>
<td>outdoor</td>
<td>✓</td>
<td></td>
<td>capturing the buildings with camera motion</td>
</tr>
<tr>
<td>#event_07</td>
<td>DAVIS346</td>
<td>212</td>
<td>237×329</td>
<td>indoor</td>
<td>✓</td>
<td>✓</td>
<td>capturing the windows from indoor</td>
</tr>
<tr>
<td>#event_08</td>
<td>DAVIS346</td>
<td>162</td>
<td>237×329</td>
<td>indoor</td>
<td>✓</td>
<td></td>
<td>capturing the outside scene through windows</td>
</tr>
<tr>
<td>#event_09</td>
<td>DAVIS346</td>
<td>311</td>
<td>237×329</td>
<td>outdoor</td>
<td>✓</td>
<td>✓</td>
<td>a building reflecting the sunlight</td>
</tr>
<tr>
<td>#event_10</td>
<td>DAVIS346</td>
<td>350</td>
<td>237×329</td>
<td>outdoor</td>
<td>✓</td>
<td></td>
<td>windows of a building reflecting the sunlight</td>
</tr>
<tr>
<td>#spike_01</td>
<td>Vidar</td>
<td>398</td>
<td>250×400</td>
<td>outdoor</td>
<td>✓</td>
<td>✓</td>
<td>a car passing away</td>
</tr>
<tr>
<td>#spike_02</td>
<td>Vidar</td>
<td>397</td>
<td>250×400</td>
<td>outdoor</td>
<td>✓</td>
<td>✓</td>
<td>the sun shining on the ground</td>
</tr>
<tr>
<td>#spike_03</td>
<td>Vidar</td>
<td>387</td>
<td>250×400</td>
<td>outdoor</td>
<td>✓</td>
<td></td>
<td>a static car</td>
</tr>
<tr>
<td>#spike_04</td>
<td>Vidar</td>
<td>145</td>
<td>250×400</td>
<td>outdoor</td>
<td>✓</td>
<td></td>
<td>a static car</td>
</tr>
<tr>
<td>#spike_05</td>
<td>Vidar</td>
<td>387</td>
<td>250×400</td>
<td>outdoor</td>
<td>✓</td>
<td></td>
<td>a static car and bicycles</td>
</tr>
<tr>
<td>#spike_06</td>
<td>Vidar</td>
<td>135</td>
<td>250×400</td>
<td>outdoor</td>
<td>✓</td>
<td></td>
<td>a static car and fences</td>
</tr>
<tr>
<td>#spike_07</td>
<td>Vidar</td>
<td>397</td>
<td>250×400</td>
<td>outdoor</td>
<td>✓</td>
<td></td>
<td>the roof of a building</td>
</tr>
<tr>
<td>#spike_08</td>
<td>Vidar</td>
<td>212</td>
<td>250×400</td>
<td>indoor</td>
<td>✓</td>
<td></td>
<td>a passenger going down the stairs (short)</td>
</tr>
<tr>
<td>#spike_09</td>
<td>Vidar</td>
<td>396</td>
<td>250×400</td>
<td>indoor</td>
<td>✓</td>
<td></td>
<td>a passenger going down the stairs (long)</td>
</tr>
<tr>
<td>#spike_10</td>
<td>Vidar</td>
<td>397</td>
<td>250×400</td>
<td>outdoor</td>
<td>✓</td>
<td></td>
<td>capturing the sun directly</td>
</tr>
</tbody>
</table>